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24th Annual Report, Preface

This report covers the activities of the Diablo Canyon Independent Safety Committee (DCISC)
for the period July 1, 2013 through June 30, 2014. This is the twenty-fourth annual report of the
DCISC. The report is presented in two volumes.

Volume I includes a report summary and Conclusions and Recommendation (Executive Summary), a
brief introduction and history regarding the DCISC, Committee activities, and documents received
by the DCISC during the reporting period (Section 1.0), DCISC public meetings (Section 2.0), a
review and evaluation of Nuclear Regulatory Commission (NRC) assessments and issues (Section
3.0), Committee Member and Consultant investigation topical summaries (Section 4.0), DCPP
performance indicators monitored by the DCISC (Section 5.0), open items being followed by the
Committee (Section 6.0), follow-up of Pacific Gas and Electric (PG&E) actions on previous DCISC
recommendations (Section 7.0), input to the Committee by members of the public (Section 8.0),
and PG&E’s response (Section 9.0) to recommendation in this report. The conclusions and
recommendation also appear in bold face type throughout the main body of the report with a
discussion of the subject involved.

Volume II contains a list of documents received by the DCISC, public meeting notices and agendas
and minutes, a DCPP operations summary for the reporting period and organization charts (Exhibit
C), full investigation reports by Committee Members and Consultants (Exhibits D1 – D9), a record of
plant tours by the DCISC (Exhibit E), the DCISC Open Items List (Exhibit F), communications and
correspondence with members of the public (Exhibit G), DCISC recommendations and PG&E
responses for the previous period (Exhibit H), the DCISC informational brochure (Exhibit I), and a
glossary of terms (Exhibit J).

The DCISC invites questions and comments on this report.
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24th Annual Report, Executive Summary, Conclusions and Recommendations

History and Introduction

The Diablo Canyon Independent Safety Committee (DCISC) was established as part of the June
24, 1988 settlement agreement which arose from the rate proceedings for the Diablo Canyon
Nuclear Power Plant (DCPP). The DCISC was formed in late 1989 with the appointments of
Committee Members and began formal review activities and meetings on January 1, 1990. The
original settlement agreement (D.88-12-083) was terminated by the California Public Utilities
Commission (CPUC) in its decision to open the state electricity markets to competition on January 1,
1998; however, under the provisions of the Commission’s Decisions 97-05-088, issued on May 21,
1997, and 04-05-055, issued on May 27, 2004, the DCISC will continue to function and fulfill its
responsibilities as established under the terms of the 1988 settlement agreement.

On May 27, 2004, the CPUC issued Decision 04-05-055. In its decision, the CPUC changed the
nomination procedures by eliminating from the process the participation of PG&E and the Dean of
Engineering at the University of California at Berkeley; modified the requirements for membership
on the DCISC to add “knowledge and background in nuclear safety issues” to the “experience in
the field of nuclear power facilities” and modified the DCISC’s mandate to require it to undertake
public outreach in the community. The Decision concluded the DCISC should retain the discretion to
determine how best to accomplish its mandate and that the DCISC shall otherwise continue to exist
and to operate and continued funding through cost-of-service rates. To implement this directive
the DCISC has continued to expand its public outreach as described in Section 8.0 Public Input and
Outreach and continues to consider additional outreach activities.

On January 25, 2007, the CPUC issued Decision 07-01-028. The CPUC had previously adopted new
practices and expectations for the DCISC without concurrently restating the Committee’s charter to
reflect the changes. In its decision, the CPUC granted the DCISC application for authority to restate
its charter including the incorporation into the Restated Charter of several terms, conditions,
changes and clarifications necessitated by, and previously authorized by, the CPUC which govern
the composition, responsibilities and operations of the Committee. In its decision, the CPUC found
the Restated Charter to be in the public’s interest as it reflects the latest authority and obligations
of the DCISC. The Committee’s application was unopposed.

The original settlement agreement provided for a three-member Independent Safety Committee
for the purpose of “reviewing and assessing the safety of operations of DCPP”. The members serve
three-year staggered terms and remain on the DCISC until a new appointment or their
reappointment is made. To fill an expired term or a vacancy the CPUC issues a public notice
soliciting interested persons. Under the revised process in accordance with the restated charter,
candidates are selected by the CPUC from the applications plus the incumbent, if willing to serve.



The candidates must be “persons with knowledge, background and experience in the field of
nuclear power facilities and nuclear safety issues.” From the list of candidates, the new or returning
member is appointed by the Governor of California, the Attorney General of California or the
Chairperson of the California Energy Commission (CEC), whichever made the original appointment.

The Committee Members during this period were as follows:

On October 10, 2007, Robert J. Budnitz, Ph.D., was appointed by California Attorney General
Edmund G. Brown Jr. to a term on the Committee expiring June 30, 2010. On April 15, 2010,
Attorney General Brown announced the reappointment of Dr. Budnitz to a second three-year
term on the Committee commencing July 1, 2010 through June 30, 2013. At a regular meeting
on June 27, 2013, the CPUC ratified its President’s selection of Dr. Budnitz as one of two
candidates for appointment by Attorney General Kamala Harris to serve a three-year term on
the DCISC.

On June 3, 2009, Peter Lam Ph.D., was appointed by Chair Karen Douglas, J.D. of the California
Energy Commission (CEC) to a three-year term on the Committee commencing July 1, 2009
through June 30, 2012. On July 12, 2012, CEC Chair Robert B. Weisenmiller, Ph.D., announced
his reappointment of Dr. Lam to a second three-year term on the Committee commencing
July 1, 2012 through June 30, 2015. Dr. Lam served as DCISC Vice-Chair for this report period,
July 1, 2013 – June 30, 2014.

On July 9, 2008, California Governor Arnold Schwarzenegger announced the appointment
ofPer F. Peterson, Ph.D., PE, to a three year term on the Committee through June 30, 2011.
Prof. Peterson previously served as a Committee member from September 2, 2004, through
October 9, 2007. On March 22, 2012, Governor Edmund G. Brown Jr. announced Professor
Peterson’s reappointment for a term on the Committee commencing July 1, 2011 through
June 30, 2014. On September 10, 2014 Governor Brown announced Professor Peterson’s
reappointment to a three-year term on the DCISC expiring on June 20, 2017. Dr. Peterson
served as DCISC Chair for this report period, July 1, 2013 – June 30, 2014.

Overview of Activities during the Current Period

The Committee regularly performs the following activities:

Three sets of 2-day public meetings each year in the vicinity of the plant

Three tours of the Diablo Canyon Nuclear Power Plant each year with members of the public
held in conjunction with the three public meetings

Numerous fact-finding visits by individual Committee Members and Consultants to assess
issues, review plant programs and activities, and interview PG&E personnel

Reviews of technical documents received from PG&E, the Nuclear Regulatory Commission,
various state and local agencies, and other interested parties.

Visits by the DCISC Members and legal counsel to offices of the CPUC and appointing officials
(the Governor of California, California Attorney General and California Energy Commission) to
update them on DCISC activities



Use of regular part-time technical consultants to assist the DCISC to perform assessments
and reviews

Use of legal counsel to advise the Committee on its activities

Use of expert consultants, as needed

The DCISC issues a report for each reporting year, which runs from July 1 to June 30. The report is
approved by the Committee Members at the fall public meeting following the end of the reporting
period. The first six-month interim report and subsequent twenty annual reports covered the
periods January 1, 1990 – June 30, 2013.

This Twenty-fourth Annual report covers the period July 1, 2013 – June 30, 2014.

Three public meetings were held in the vicinity of the plant in Avila Beach and San Luis Obispo,
California during this reporting period. The technical items covered during these public meetings
were selected by the DCISC based on the DCISC’s own priorities concerning which technical issues
are important to cover. PG&E then responds by providing presentations and experts to participate
in the public meetings as requested. The following significant items were reviewed:

DCPP performance and operational events

Refueling outage overviews, plans and results

Review of DCPP performance indicators

Human error performance improvement program

Radiation exposure during refueling outages

Plant security review for effects on plant safety

Problem Identification and Resolution Program (Corrective Action Program)

Operating Experience Program

Online Maintenance

Radiological Release Reports

Transformer malfunctions and oil leaks

Reactivity Management Program

Engineering, Operations and Maintenance Organizations

Emergency Preparedness

Management Review Committee

Fire Protection

Public Outreach

Equipment Reliability

Troubleshooting



Error Prevention tools and Human Performance and Safety Training

Component Mispositioning

Containment Fan Cooler Reverse Rotation

INPO (Institute of Nuclear Power Operations) Evaluations

Natural Phenomena (earthquakes and tsunamis)

Office workplace seismic safety

DCPP Operating Plan

Quality Verification Organization, Performance Reports and Audits

DCPP responses to the Fukushima accident & review of NEI FLEX strategies

Pressurizer weld overlay indication review for the California Energy Commission

Regular discussions with NRC Resident Inspectors

On September 4, 2013 a public meeting was held in Berkeley, California to consider and approve a
draft report on the DCISC’s evaluation of Bechtel Power Corporation’s Report on Alternative
Cooling Technologies or Modifications to the Existing Once-Through Cooling System for Diablo
Canyon Power Plant prepared for the California State Water Resources Control Board’s Review
Committee for Nuclear Fueled Power Plants. Members of the public were able to listen to this
Meeting’s proceedings, to ask questions, and to listen to the Committee’s responses to them by a
remote teleconference link.

Individual Committee Members and consultants reviewed many other items in nine fact-finding
visits, inspections and tours at DCPP. The DCISC keeps track of past, current and future items for
review in its Open Items List (Section 6.0 and Volume II, Exhibit F).

A DCISC Member visited officials from the Governor’s Office and another visited the California
Energy Commission to provide updates on DCISC activities, to discuss agency concerns and
comments, and to provide copies of the Committee’s Annual Report.

Public input and questions were received at the public meetings, and by telephone, letter, and e-
mail. Members of the public spoke at each of the three DCISC public meetings. The DCISC has
responded to all of their questions and requests during this period.

Overall Conclusion

The DCISC concludes that PG&E operated DCPP safely during the period July 1, 2013 – June 30,
2014.

Specific Conclusions

Based on its activities, the DCISC has the following specific conclusions from the major review topics
examined during the current reporting period (references to sections of this report are shown in



parentheses). Conclusions are based on, but may vary from, information contained in Committee
Fact-finding Reports in Exhibit D in Volume 2 of this report.

1. The DCISC received regular reports on the Nuclear Regulatory Commission (NRC)
Performance Indicators, DCPP License Event Reports (LERs) sent to NRC, and NRC Inspection
Reports and Enforcement Actions (violations) at each of its public meetings as well as copies
of these documents throughout the reporting period. The DCISC investigated selected
reports at its fact-finding meetings.

The Committee notes that, although the NRC concluded that, “Overall, Diablo Canyon
Nuclear Power Plant, Units 1 and 2, operated in a manner that preserved public health and
safety … ,” it identified 11 Non-cited Violations, one Severity Level IV violation, and NRC
increased monitoring of a trend in Conservative Assumptions in Decision Making. The number
of violations has increased, and DCPP has initiated strong actions to improve its regulatory
performance.

The DCISC is following this closely, specifically review of DCPP NRC regulatory performance
during the next reporting period, paying attention to the number of DCPP License Event
Reports and to the trend in Conservative Assumptions in Decision Making. (Volume 1, Section
3.6)

2. DCPP acted prompt with corrective actions and submitted a Licensee Event Report when it
discovered Technical Specification non-compliance on the Low Temperature Overpressure
Protection System. The Turbine Building Operator who escorted the DCISC Team during the
November 19–20, 2013 Fact-finding Meeting displayed effective Human Performance
behaviors. The Turbine Building was clean and well lighted. Piping and equipment were well
insulated, and there were only a small number of steam and water leaks, and these had
already been identified. DCPP operator issues are minimal. There is apparently good
cooperation between represented operators and management; and operator performance
measures, such as Plant Status Control and the Operational Focus Index, a measure of
operator distractions, are positive. The current focus of the Operations Department appears
to be on addressing emerging problems tied to station performance during the normal course
of business rather than developing additional programs and processes that have finite life
spans. Human error rates appear to be an area of continuing focus. Additional efforts also
need to be devoted to reducing operator burdens and workarounds as well the backlog of
deficient critical components, and this requires the involvement of other station work groups
besides Operations. Efforts devoted to minimizing department level events during refueling
operations have achieved commendable results. DCPP’s winter 2013 – 2014 storm experience
was moderate. Substantial improvements have been made to reduce the impact of storms
and salp entrainment, including the addition of a new “bubble curtain” system. Plant
operators and licensing personnel acted quickly when a Low Temperature Overpressure
situation was out of Technical Specifications bounds. Root causes and corrective actions
appeared appropriate to prevent recurrence of the three Unit 2 reactor trips cause by
transformer electrical events. The Chemistry Program audit showed good performance, and
Operators acted appropriately in responding to three Unit 2 unplanned reactor trips. The loss



of power to Unit 2 4kV Bus G during Refueling Outage 2R17 was avoidable and was due to a
number of breakdowns in the planning and conduct of a maintenance activity during the
refueling outage. (4.1.3)

3. DCPP On-Line Maintenance Risk Management and Integrated Maintenance Risk Management
appeared to be strong processes in determining and controlling the risk of maintenance work
involving removing equipment from service to perform maintenance on and in working on or
near sensitive equipment. Program health was Green (good). DCPP troubleshooting has taken
a positive step forward with a new, improved procedure which more clearly specifies
responsibilities and process steps. (4.2.3)

4. DCPP’s Flow Accelerated Corrosion Program appeared to be well structured and effectively
implemented. The Program was rated as “Healthy.” The Boric Acid Control Program’s current
rating of “Needs Improvement,” was driven by the number of identified minor boric acid
leaks in need of repair. Progress was made in this regard, during the most recent refueling
outage, 1R18, especially when compared to historical trends, but more effort is needed and is
planned. DCPP’s analyses and physical metal samples in the reactor core appear to satisfy
NRC’s regulations on Pressurized Thermal Shock. DCPP’s Buried Component and Piping
Program and Air-Operated Valve Program appear satisfactory. The DCPP Design Change
Program Implementation Metric Chart showed the program is White, satisfactory. Some
design errors continue to happen; however, they have been dealt with appropriately. The
Licensing Basis Verification Project is on schedule to meet its completion schedule. (4.3.3)

5. Three Station Level Human Performance Event Clock Resets occurred during the fourth
quarter of 2013, causing the station’s 18-month indicator for such Resets to become Yellow
(deficient). Two of these three events involved Operations personnel. Operations
performance with respect to human error rate has been Red (Unsatisfactory) since July 2013.
Component mispositioning appears to be a contributor. (4.4.3)

6. The DCPP knowledge transfer program, “Passport to Knowledge” appears well designed but
full implementation has taken a back seat to higher priority items such as outage planning
and outages. The DCISC encourages DCPP to move forward with this program to not lose
valuable job knowledge as employees retire. (4.5.3)

7. DCPP’s Performance Improvement Program is extensive and multi-faceted. It includes
identification, analysis, follow-up action, and monitoring of progress with respect to aspects
of internal performance as well as to issues and strengths that are reported within the
industry and that are determined to be applicable to DCPP. The station’s senior managers and
Quality Verification Department exercise major roles with respect to the implementation of
this program. DCPP’s Performance Improvement Program continues to be strengthened with
the improving Operating Experience Program, Trending Program, and Performance
Improvement Action Plan, a multi-faceted plan to integrate the results of several assessments
and reviews of the program and by dedicated management performance improvement
oversight boards such as the Performance Improvement Review Board. (4.6.3)

8. DCPP appears to have made considerable progress in enhancing the capabilities of its Fire
Department, both in preparation and in equipment, to respond to a station fire and/or nuclear
emergency. Communications and cooperation between DCPP’s Fire Department and CalFire



(and other nuclear plants) also appear to have strengthened. The San Luis Obispo County
Office of Emergency Services uses of Precautionary Actions and social media appeared
appropriate. During an evaluated hostile action based emergency exercise the Emergency
Response Organization successfully assessed postulated plant damage conditions suggested
by the exercise that were well outside the plant’s design basis, effectively prioritized repair
activities, and executed time-critical actions to successfully stabilize the plant. PG&E and
DCPP are beginning to use social media to release information about emergency situations,
primarily to direct the public to the PGE.com web site for additional information. This is a
good start, because social media are a useful tools to share information, manage rumors,
allow feedback during emergencies, and provide appropriate types of information to
different audiences, including independent technical experts who may be asked to provide
assessments of the event. DCISC should continue to monitor progress on this aspect of
Emergency Preparedness. (4.7.3)

9. The DCPP Probabilistic Risk Assessment (PRA) group’s work today is focusing both on
completing work to develop new PRA models in the fire and seismic areas and on applying
PRA methods in several safety-significant applications at the plant. The work is proceeding
well. (4.8.3)

10. DCPP has developed a satisfactory plan for addressing areas needing improvements
identified in the Institute for Nuclear Power Operations August 2013 evaluation.(4.9.3)

11. Although the DCISC did not review Radiation Protection items in this reporting period, in
previous periods it has found that DCPP radioactivity releases have been very small fractions
of Technical Specification and regulatory limits and that, overall, the DCPP Radiation
Protection Program appeared effective. The DCISC will continue to monitor DCPP’s progress
in Radiation Protection. (4.10.3)

12. DCPP’s Quality Assurance Audit Program appeared satisfactory, and the Quality Verification
(QV) Department appeared to be effective in identifying quality problems and in stimulating
action to resolve them. QV has identified a continuing need for the station to prevent issues
from recurring, and DCPP has been focusing on this issue. DCPP’s Software Quality Assurance
Program appears satisfactory, as does its related Cyber Security Plan. (4.11.3)

13. Although the DCISC did not review nuclear fuel performance during the current reporting
period, it has concluded that DCPP’s fuel performance has been satisfactory in previous
periods. (4.12.3)

14. The DCPP Fuel Handling System has been problematic since Refueling Outage 2R14 (March
2009). Problems have been mostly due to age-related issues and lack of adequate inspection,
maintenance, and component replacement, especially electrical contacts. Interim corrective
actions are to be employed until Refueling Outage 1R19, when major modifications to the
system will begin; and the interim corrective actions appeared satisfactory. DCPP responded
properly to the failure of the shaft seals in its Unit 1 and Unit 2 Reactor Coolant Pumps in
Outages 1R18 and 2R17 respectively. by replacing most seal parts and initiating a Root Cause
Evaluation, and the evaluations appeared to be comprehensive and accurate. The options
being examined and pursued by both DCPP and PG&E’s transmission group appear to provide
satisfactory remedies to the issue of voltage fluctuations on the 230kV system. Equipment



problems and failures increased the frequency of Critical Event Clock Resets in the second
half of 2013. Also, equipment problems due to aging have led to an increasingly negative
trend in the station’s Deficient Critical Component Backlog Orders. DCPP’s performance on
reducing or eliminating Safety System Functional Failures has not improved despite
implementation of a corrective action plan. DCPP’s Root Cause Evaluation of Unit 2’s trip from
100 percent power following a failure on the 500kV Main Bank Transformer B phase lightning
arrester is extensive and appears to be reasonable. (4.13.3)

15. DCPP’s operational performance, measured by various statistical parameters, during 2013, and
into 2014, is representative of the continuation of a generally improving trend since at least
2010. This trend is especially reflected in improvements in outage management and collective
radiation exposure and in avoiding NRC Substantive Cross-cutting Issues. Areas that DCISC
should consider for future review during 2014 include Equipment Reliability, Human
Performance, and implementation of the Corrective Action Program. (4.14.3)

16. DCPP has dealt effectively with most equipment and system problems and is focused on
improving system health. Systems that are the sources of emergency electrical power to the
station’s vital electrical equipment, the station’s Emergency Diesel Generators and the 230 kV
system that is supplied from the offsite electrical grid, were found to be operational but have
been a focus of station and NRC attention. DCPP’s Plant Health Committee has been
improved to focus more on system/component health and meets more frequently, and overall
system health has improved. The System Engineer/Component Program continues to be
effective. (4.15.3)

17. Results of chemical analyses of feedwater and steam generator samples indicate no negative
potential impacts on steam generator performance (4.16.3)

18. The DCPP Readiness for Restart (from outage) Program appeared appropriate. The
implementation of the program for Outage 2R17 was effectively carried out. DCPP’s concrete
repair procedure and repairs of concrete in the Intake Structure appeared satisfactory. The
DCPP Outage 1R18 Outage Safety Plan is a comprehensive and detailed document describing
the schedule and steps in the outage, which are identified as high risks of core boiling or
damage as a result of losing electric power and/or cooling to the reactor core and Spent Fuel
Pool, and the backup systems that are available. The emphasis is on prevention of incidents,
mitigation of accidents and control of radioactive material. With one exception the Outage
Safety Plan appears to be well designed to achieve outage safety. The exception is that the
new DCPP requirement that the Containment Equipment Hatch be closed and secured during
fuel movement is not specifically addressed. The DCISC believes it should be specifically
addressed in the Outage Safety Plan. DCPP’s Outage 1R18 results were positive with the one
exception of loss of a Spent Fuel Pool Cooling Pump due to an electric grid disturbance.
Operators restarted the pump, and there were no safety consequences of the event. (4.17.3)

19. Although the DCISC did not review the DCPP safety-security interface during the current
period, it has found that the DCPP safety-security interface to have be appropriately designed
and implemented in prior periods. (4.18.3)

20. The DCISC believes that DCPP is prudent in its planned campaign during the coming two years
to move its spent fuel from the Spent Fuel Pools to its Independent Spent Fuel Storage



Installation, its dry storage facility, because this campaign will reduce the pool inventory to
the minimum allowed under current NRC regulations. The DCISC will continue to assess this
question to determine whether options could be available to further reduce pool inventories
while maintaining safe conditions for remaining fuel. (4.19.3)

21. DCPP’s recent progress on resolving its Workplace Personnel Seismic Safety issues has been
satisfactory and responsive to the DCISC’s concerns. PG&E’s technical work on tsunami
hazards at the DCPP site is well planned, proceeding very well so far, and working on the
correct set of problems. The DCISC concluded that the full DCISC should be engaged in
reviewing whether the controversy over the plant’s seismic licensing basis raises a safety
concern. The DCISC finds that the current project to develop probabilistic seismic hazard
information about the Diablo Canyon site is going well. The DCISC should continue to follow
the progress of this important work. (4.20.3)

22. The DCISC learned in December 2013 that 16 impaired fire doors would not be repaired or
replaced until 2017 due to funding deferrals and found this unacceptable. Following up in
March 2014, the DCISC found that six doors had been repaired or replaced, and the remaining
ten were the highest priority on the Plant Door Life Cycle Management Plan. The ten impaired
doors are compensated for by fire watches, which, while acceptable, are not desirable. This is
an acceptable start, and the DCISC should follow up on this issue near the end of 2014. (4.21.3)

23. DCPP includes both classroom and control room simulator training on Anticipated Transients
Without Scram as part of its Continuing Training Program for Control Room Operators, and
the training appeared to be appropriate. The DCPP Mechanical Maintenance Course on
Mechanical Power Transmission appeared to be well prepared with good materials,
appropriate for the type of students enrolled, and effectively instructed. DCPP’s Engineering
Training Group appears to have strengthened the depth and rigor of its program with respect
to the many and varied technical disciplines that comprise the Engineering function. As the
station has noted, continued attention is needed to address knowledge transfer from the
experienced, aging staff to newer engineers. (4.22.3)

24. During this DCISC reporting period, the DCPP License Renewal Project to obtain NRC approval
for a twenty-year extension of the operating license for each unit remained on hold for
completion in 2015. The DCISC will resume its review upon the restart of Licensing Renewal
activities. (4.23.3)

25. The DCISC has identified a number of potential nuclear safety issues with the use of closed
cooling at DCPP. Insufficient information was available to resolve these questions during this
review period. The DCISC intends to follow this issue over the next year or more and to
review the operational safety implications of any proposal that would modify the cooling
water systems at DCPP. (4.24.3)

26. The DCPP responses on Fukushima to NRC and the FLEX Initiative (post-Fukushima analysis
and modifications) appeared well resourced, comprehensive, and on schedule to meet NRC
and industry requirements. The DCISC will follow up periodically to assess DCPP’s progress.
(4.25.3)

Concerns:



Concerns are items which, while not necessarily warranting recommendations, the DCISC believes
need continuing Committee review and improvement or attention by PG&E. Concerns are
monitored more actively and at a higher-level by the Committee than other items. The DCISC
concerns are as follows:

1. Three Station Level Human Performance Event Clock Resets occurred during the fourth
quarter of 2013, causing the station’s 18-month indicator for such Resets to become Yellow
(deficient). Two of these three events involved Operations personnel. Operations
performance with respect to human error rate has been Red (Unsatisfactory) since July 2013.
Component mispositioning appears to continue to be a contributor. (4.1)

2. Equipment problems due to aging have led to an increasingly negative trend in the station’s
Deficient Critical Component Backlog Orders. DCPP’s performance on reducing or eliminating
Safety System Functional Failures has not improved despite implementation of a corrective
action plan. (4.12)

3. The DCPP knowledge transfer program, “Passport to Knowledge” appears well designed but
full implementation has taken a back seat to higher priority items such as outage planning
and outages. The DCISC encourages DCPP to move forward with this program to not lose
valuable job knowledge as employees retire. (4.14)

4. Electricity load growth in the geographic region around DCPP has resulted in voltage
fluctuations on the 230kV system. DCPP is planning to compensate for these voltage
fluctuations by installing VAR compensators in the 230kV switchyard on site. However, this
load growth has also necessitated that DCPP transfer some nonessential 4kV loads to other
power sources in order to maintain confidence that the 230kV system will be able to supply
vital loads when called upon. It appears to the DCISC that the issue of 230kV system reliability
extends beyond DCPP and also may involve the PG&E corporate organization. (4.15)

5. The discovery in 2008 of a new earthquake fault just west of the plant site, the “Shoreline
Fault,” has resulted in a multi-year technical effort to understand the fault and its possible
effect on the plant’s ability to remain safe during a potential earthquake on that fault. The
tentative conclusion of the NRC is that the plant’s current design is adequate, and the DCISC
concurs. However, important technical work is ongoing to provide additional information
about this fault and its potential effects. The DCISC has followed this issue from the start and
will continue to do so. (4.20)

6. Although the studies examining the possible replacement of a Once Through Cooling
capability for DCPP’s main condensers are still in progress, the DCISC expressed a significant
initial concern regarding the potential impact that such a modification would have on nuclear
plant safety and reliability. (4.24)

7. Though DCPP is performing well in implementing Fukushima initiatives, the significant
number of changes will be challenging to learn, implement, and operate effectively. (4.25)

Recommendations

DCISC recommendations are listed below along with references to sections where
recommendations originate. Recommendations are based on, but may vary from, information



contained in Committee Fact-finding Reports in Exhibit D, Volume II of this report.

Recommendation R14-1

DCPP should reexamine the significance of the role that Operations personnel played and could
have played to avoid the loss of power to Unit 2 4kV Bus G during refueling outage 2R17. (4.1.3)

Basis for Recommendation:

DCPP’s extensive and thorough Root Cause Evaluation of the Loss of Power to Unit 2 4kV Bus G
during refueling outage 2R17 clearly discusses in detail the roles that both Operations and
Maintenance personnel played in planning for the replacement of Unit 2 Bus G potential fuse UA-
2. At the same time, the Root Causes of the Event as determined by the station focused on the
inadequacies of Maintenance personnel without any mention of Operations. Although Unit 2 was
shut down and defueled at that time, the Operations group nevertheless plays a key role in Unit
status control. It appears that this role, on a par with that of the Maintenance organization, could
have been better exercised throughout the planning, preparation, and execution phases for this
maintenance activity.
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3.1.1 Discussion and Required LERs

3.1.2 Special Report LERs

3.1.3 Voluntary LERs

3.1.4 Reactor Trips Reported in LERs

3.1.5 Other Reports to NRC

3.1.5 LER Trends

3.1.6 DCISC Evaluation and Conclusions

3.2 NRC Inspection Reports and Enforcement Actions

3.2.1 Discussion

3.2.2 DCISC Review of Trends of Non-Cited Violations and NRC-Identified Issues

3.2.3 DCISC Evaluation and Conclusions

3.3 NRC Performance Evaluations

3.4 DCISC Meetings with NRC Resident Inspector

3.5 NRC Items Reviewed by the DCISC

3.6 DCISC Evaluation and Conclusions and Recommendations

Table 3.1 Diablo Canyon 1 – 2Q/2014 Performance Summary

Table 3.2 Diablo Canyon 1 – 2Q/2014 NRC Most Significant Inspection Findings

Table 3.3 Diablo Canyon 2 – 2Q/2014 Performance Summary

Table 3.4 Diablo Canyon 2 – 2Q/2014 NRC Most Significant Inspection Findings

4.0 Summary of Major DCISC Review Topics

4.1 Conduct of Operations

4.1.1 Overview and Previous Activities

4.1.2 Current Period Activities

4.1.3 Conclusions and Recommendations

4.2 Conduct of Maintenance

4.2.1 Overview and Previous Activities

4.2.2 Current Period Activities

4.2.3 Conclusions and Recommendations

4.3 Engineering Program

4.3.1 Overview and Previous Activities



4.3.2 Current Period Activities

4.3.3 Conclusions and Recommendations

4.4 Human Performance

4.4.1 Overview and Previous Activities

4.4.2 Current Period Activities

4.4.3 Conclusions and Recommendations

4.5 Nuclear Safety Culture and Safety Conscious Work Environment

4.5.1 Overview and Previous Activities

4.5.2 Current Period Activities

4.5.3 Conclusions and Recommendations

4.6 Performance Improvement Programs

4.6.1 Overview and Previous Activities

4.6.2 Current Period Activities

4.6.3 Conclusions and Recommendations

4.7 Emergency Preparedness

4.7.1 Overview and Previous Activities

4.7.2 Current Period Activities

4.7.3 Conclusions and Recommendations

4.8 Risk Assessment and Management

4.8.1 Overview and Previous Activities

4.8.2 Current Period Activities

4.8.3 Conclusions and Recommendations

4.9 Nuclear Safety Oversight and Review

4.9.1 Overview and Previous Activities

4.9.2 Current Period Activities

4.9.3 Conclusions and Recommendations

4.10 Radiation Protection

4.10.1 Overview and Previous Activities



4.10.2 Current Period Activities

4.10.3 Conclusions and Recommendations

4.11 Quality Programs

4.11.1 Overview and Previous Activities

4.11.2 Current Period Activities

4.11.3 Conclusions and Recommendations

4.12 Nuclear Fuel Performance/Fuel Cycles/Storage

4.12.1 Overview and Previous Activities

4.12.2 Current Period Activities

4.12.3 Conclusions and Recommendations

4.13 Equipment Reliability

4.13.1 Overview and Previous Activities

4.13.2 Current Period Activities

4.13.3 Conclusions and Recommendations

4.14 Organizational Effectiveness and Development

4.14.1 Overview and Previous Activities

4.14.2 Current Period Activities

4.14.3 Conclusions and Recommendations

4.15 System and Equipment Performance/Problems

4.15.1 Overview and Previous Activities

4.15.2 Current Period Activities

4.15.3 Conclusions and Recommendations

4.16 Steam Generator Performance

4.16.1 Overview and Previous Activities

4.16.2 Current Period Activities

4.16.3 Conclusions and Recommendations

4.17 Outage Management

4.17.1 Overview and Previous Activities

4.17.2 Current Period Activities



4.17.3 Conclusions and Recommendations

4.18 Security

4.18.1 Overview and Previous Activities

4.18.2 Current Period Activities

4.18.3 Conclusions and Recommendations

4.19 Independent Spent Fuel Storage Installation

4.19.1 Overview and Previous Activities

4.19.2 Current Period Activities

4.19.3 Conclusions and Recommendations

4.20 Earthquakes and Tsunamis

4.20.1 Overview and Previous Activities

4.20.2 Current Period Activities

4.20.3 Conclusions and Recommendations

4.21 Fire Protection

4.21.1 Overview and Previous Activities

4.21.2 Current Period Activities

4.21.3 Conclusions and Recommendations

4.22 Learning and Development Programs

4.22.1 Overview and Previous Activities

4.22.2 Current Period Activities

4.22.3 Conclusions and Recommendations

4.23 License Renewal

4.23.1 Overview and Previous Activities

4.23.2 Current Period Activities

4.23.3 Conclusions and Recommendations

4.24 Closed Loop Cooling

4.24.1 Overview and Previous Activities

4.24.2 Current Period Activities



4.24.3 Conclusions and Recommendations

Appendix 1 Diablo Canyon Independent Safety Committee’s 4.24-7 Evaluation of Safety
Issues for “Independent Third Party Final Technologies Assessment for the Alternative
Cooling Technologies or Modifications to the Existing Once-Through Cooling System for
the Diablo Canyon Power Plant”

4.25 Beyond Design Basis Accidents/Fukushima Lessons

4.25.1 Overview and Previous Activities

4.25.2 Current Period Activities

4.25.3 Conclusions and Recommendations

5.0 DCISC Performance Indicators

6.0 DCISC Open Items List

7.0 PG&E Actions on Previous DCISC Reporting Period Recommendations

8.0 Public Outreach

8.1 Telephone Calls and E-mails Received by DCISC

8.2 DCISC Internet – World Wide Web Activity

8.3 Comments Received at DCISC public meetings

8.4 DCISC Public Tours of DCPP

8.5 DCISC Evaluation

9.0 PG&E Response to DCISC Recommendations
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D.1 Report on Fact Finding Meeting at DCPP on June 26–27, 2013

1.0 Summary
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3.2 Process Control System Operational Status

3.3 Process Control System and Design Quality

3.4 Containment Spray System

3.5 Refueling Equipment Reliability

3.6 Quality Assurance Audit
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3.13 Outage 2R17 Intake Concrete Work

4.0 Conclusions

5.0 Recommendations

6.0 References

D.2 Report on Fact Finding Meeting at DCPP on August 13–14, 2013

1.0 Summary

2.0 Introduction

3.0 Discussion

3.1 DCPP Response to New Pressurized Thermal Shock Rule

3.2 Regulatory Excellence Action Plan Status with Respect to Safety System Functional
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3.4 Unplanned Deenergizing of Unit 24kV Electrical Bus During 2R17
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3.11 Discussion with NRC Senior Resident Inspector

3.12 Meeting Between Peter Lam, DCISC Vice Chairman and Jim Welsch, DCPP Station
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4.0 Conclusions

5.0 Recommendations

6.0 References

D.3 Report on Fact Finding Meeting at DCPP on September 10–11, 2013

1.0 Summary

2.0 Introduction

3.0 Discussion

3.1 Operating Experience Program Update

3.2 Unit 2 Reactor Coolant Pump Seal Failure Root Cause Evaluation

3.3 On-Line Maintenance Program

3.4 Once Through Cooling Update

3.5 Use of Social Media in the Emergency Response Organization
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3.10 Plant Tour
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3.12 Safety System Functional Failures Update

3.13 DCPP Fukushima Event Response Status

3.14 DCISC Member Meet with DCPP Senior Manager

4.0 Conclusions

5.0 Recommendations

6.0 References



D.4 Report on Fact-finding Meeting at DCPP November 19–20, 2013

1.0 Summary

2.0 Introduction

3.0 Discussion
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3.2 Engineering Training Program

3.3 License Basis Verification Project Update

3.4 Update on Tsunami Hazard Analysis
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3.6 230 kV System Reliability

3.7 Meeting with NRC Senior Resident Inspector

3.8 DCISC Member Discussion with DCPP Director of Station Support Services
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4.0 Conclusions

5.0 Recommendations

6.0 References

D.5 Report on Fact Finding Meeting at DCPP on December 10–11, 2013

1.0 Summary

2.0 Introduction
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3.1 Observe Plant Health Committee Meeting
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3.10 Software Quality Assurance and Cyber Security



3.11 DCPP Load Follow Update

3.12 Per Peterson Meet with Ed Halpin, Chief Nuclear Officer

4.0 Conclusions

5.0 Recommendations

6.0 References

D.6 Report on Fact Finding Meeting at DCPP on January 15–16, 2014

1.0 Summary

2.0 Introduction
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6.0 References

D.7 Report on Fact Finding Meeting at DCPP on March 25–26, 2014
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2.0 Introduction

3.0 Discussion
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6.0 References
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1.0 Summary
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4.0 Conclusions



5.0 Recommendations

6.0 References
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24th Annual Report, Pacific Gas and Electric’s Response to the Diablo Canyon
Independent Safety Committee Twenty-third Annual Report on the Safety of
Diablo Canyon Nuclear Power Plant Operations – July 1, 2013, to June 30, 2014

Edward D. Halpin, Senior Vice President Nuclear Generation & Chief Nuclear Officer
P.O. Box 56, Avila Beach, CA 9342

805.545.4100 e1h8@pge.com

December 29, 2014

PG&E Letter ISC-14-001

Dr. Per F. Peterson
c/o The Diablo Canyon Independent Safety Committee
857 Cass Street, Suite D
Monterey, CA 93940

Response to the Diablo Canyon Independent Safety Committee Twenty-Fourth Annual Report on
the Safety of Diablo Canyon Nuclear Power Plant Operations – July 1, 2013 to June 30, 2014

Dr. Peterson:

Pacific Gas and Electric Company’s (PG&E) response to the Diablo Canyon Independent Safety
Committee’s (DCISC) Twenty-Fourth Annual Report on the Safety of Diablo Canyon Operations for
the period of July 1, 2013, to June 30, 2014, is provided in the enclosure to this letter.

We are pleased that the DCISC has once again concluded that PG&E operated Diablo Canyon
Nuclear Power Plant (DCPP) safely during the report period. As you are aware, operating the plant
conservatively to protect public health and safety is our highest priority, and we will continue to
ensure that we fulfill this commitment.

As discussed in the enclosure, we have reviewed and are taking actions to address your
recommendations. We welcome the DCISC’s recommendations, and believe that addressing them
will further contribute to the continued safe operation of DCPP.

Regards,

Edward D. Halpin

mrz/4242
Enclosure



cc/enc:

Dr. Robert J. Budnitz

Dr. Peter Lam

David C. Linnen

Ferman Wardell

Robert R. Wellington

Recommendation 14-1

DCPP should reexamine the significance of the role that Operations personnel
played and could have played to avoid the loss of power to Unit 2 4kV Bus G during
refueling outage 2R17.

As a nuclear licensee, PG&E“s highest priority is to safely operate and protect the health and safety
of the public. DCPP acknowledges the role of Operations personnel in the Loss of Power to Unit 2
4kV Bus G during refueling outage 2R17. For example, the process Operations personnel used to
evaluate the risk of this outage emergent work could be improved. Although not specific to
Operations, the root cause and the associated corrective actions for this event corrected this gap in
how Operations personnel evaluate the risk of outage emergent work and the potential impacts to
the operating unit.

In order to ensure that all aspects of the role Operations personnel played in the loss of power to
4kV Bus G during 2R17 have been addressed, a detailed review of the root cause evaluation will be
performed. This review will ensure that the root cause, contributing causes, corrective actions to
prevent recurrence and corrective actions to address contributing causes address all aspects of
Operations role in preventing the loss of 4kV Bus G during 2R17. This review will be documented in
the corrective action program. Each cause and corrective action will be documented as to the
effect on Operations processes and how these changes addressed Operations role in the loss of
power to 4kV Bus G. Any gaps to excellence identified will be documented in the corrective action
program.
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For more information about DCISC contact:

Diablo Canyon Independent Safety Committee
Office of the Legal Counsel
857 Cass Street, Suite D
Monterey, California 93940

Telephone:

In California call 800-439-4688
Outside of California call 831-647-1044

Send E-mail to: dcsafety@dcisc.org

mailto:dcsafety@dcisc.org
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1.0 Introduction, DCISC 24th Annual Report – July 1, 2013 thru June 30, 2014

1.1 Formation of the Independent Safety Committee

1.2 Appointment of Committee Members

1.3 DCISC Public Meetings and Plant Tours

1.4 Committee Member Site Inspection Tours and Fact-finding meetings

1.5 Visits by DCISC Members to California State Agencies

1.6 Documents Provided to the DCISC

1.7 Documentation of DCISC Activities
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24th Annual Report, Volume 1, Section 2.0, Public Meetings

The DCISC held three two-day Public Meetings in the vicinity of the plant and three public tours
of Diablo Canyon Nuclear Power Plant as part of its public outreach program.

2.1 Public Meetings

During the current reporting period July 1, 2013 – June 30, 2014 the Diablo Canyon Independent
Safety Committee (DCISC) heard presentations from PG&E on DCPP activities and from Committee
Members and Consultants on Committee activities and provided the opportunity for public input at
the following DCISC public meetings:

September 4, 2013, Hotel Durant, Berkeley, CA & Teleconference

October 9–10, 2013,Avila Lighthouse Suites, Avila Beach , CA

February 12–13, 2014, Avila Lighthouse Suites, Avila Beach, CA

June 11–12, 2014, Avila Lighthouse Suites, Avila Beach, CA

Minutes of the meetings are located in this report as described below. Copies of the Committee’s
Annual Reports are located in the Library Reference Department at the California Polytechnic
Institute in San Luis Obispo, California. Each meeting is streamed live on the internet on
www.slospan.org and shown at various later times on one of the local public access television
channels.

2.1.1 September 4, 2013 Public Meeting

A Notice of Meeting (see Volume II, Exhibit B.i) was published in the local newspaper.and was
mailed to the media and those persons on the Committee’s service list (see Volume II, Exhibit B.10).
The meeting agenda is shown in Volume II, ExhibitB.ii, and minutes of the meeting are included in
Volume II, Exhibit B.iii.

2.1.2 October 9–10, 2013 Public Meetings

A Notice of Meeting (see Volume II, Exhibit B.1) was published on the DCISC’s web site and in
the local newspapers, along with several display advertisements, and was mailed to the media and
those persons on the Committee’s service list (see Volume II, Exhibit B.10). The meeting agenda is
shown in Volume II, Exhibit B.2, and minutes of the meeting are included in Volume II, Exhibit B.3.

A public tour of DCPP was conducted during the October 9, 2013 Public Meeting. Members of the
public were given the opportunity to see much of the plant and hold discussions with DCISC
Members and Consultants as well as with PG&E personnel. The public tour is described in Volume I,

http://www.dcisc.org/annual-report-24-2013-2014/24th-exhibit-b-ii-agenda-2013-09-04.php


Section 8.

2.1.3 February 12–13, 2014 Public Meetings

A Notice of Meeting (see Volume II, Exhibit B.4) was published on the DCISC’s web site and in
the local newspapers, along with several display advertisements, and was mailed to the media and
those persons on the Committee’s service list (see Volume II, Exhibit B.10). The meeting agenda is
shown in Volume II, Exhibit B.5, and minutes of the meeting are included in Volume II, Exhibit B.6.

A public tour of DCPP was conducted during the February 12, 2014 Public Meeting. Members of the
public were given the opportunity to see much of the plant and hold discussions with DSICS
Members and Consultants as well as with PG&E personnel. The public tour is described in Volume I,
Section 8.

2.1.4 June 11–12, 2014 Public Meetings

A Notice of Meeting (see Volume II, Exhibit B.7) was published on the DCISC’s web site and in
the local newspapers, along with several display advertisements, and was mailed to the media and
those persons on the Committee’s service list (see Volume II, Exhibit B.10). The meeting agenda is
shown in Volume II, Exhibit B.8, and minutes of the meeting are included in Volume II, Exhibit B.9.

A public tour of DCPP was conducted during the June11, 2014 Public Meeting. Members of the public
were given the opportunity to see much of the plant and hold discussions with DSICS Members and
Consultants as well as with PG&E personnel. The public tour is described in Volume I, Section 8.
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24th Annual Report, Volume 1, Section 3.0, Nuclear Regulatory Commission (NRC)
Assessments and Issues

This section of the DCISC Annual Report describes the DCISC review of PG&E’s interface with
the US Nuclear Regulatory Commission (NRC). The NRC is the Federal regulatory entity charged
with assuring the safety and security of domestic nuclear power plants; by agreement with the
State, NRC also performs these functions for the State of California. As regulator, the NRC employs
two full-time Resident Inspectors at the plant (and other specialist inspectors at its US
headquarters and regional locations), performs and reports on its inspections at DCPP on matters
of nuclear safety and security, investigates significant plant events, maintains a set of plant
performance indicators, and performs an annual assessment of DCPP regulatory performance
which it reports at a Public Meeting in the plant vicinity. The NRC also must approve significant
changes, additions and deletions to plant designs, procedures and Technical Specifications.

PG&E is required to submit routine, periodic reports to the NRC on selected activities and submit
special reports when triggered by off-normal plant incidents, events or occurrences.

The DCISC monitors the aforementioned activities and resulting documents in the following ways:
(1) receipt and review of correspondence and reports between PG&E and the NRC, (2) on-site
review (at Fact-finding meetings at the plant) of selected NRC inspections, investigations and
reports, (3) meetings with the NRC Resident Inspectors, and (4) presentations by PG&E at DCISC
public meetings on NRC matters.

3.1 Summary of Licensee Event Reports

3.1.1 Discussion and Required LERs

3.1.2 Special Report LERs

3.1.3 Voluntary LERs

3.1.4 Reactor Trips Reported in LERs

3.1.5 Other Reports to NRC

3.1.5 LER Trends

3.1.6 DCISC Evaluation and Conclusions

3.2 NRC Inspection Reports and Enforcement Actions

3.2.1 Discussion

3.2.2 DCISC Review of Trends of Non-Cited Violations and NRC-Identified Issues



3.2.3 DCISC Evaluation and Conclusions

3.3 NRC Performance Evaluations

3.4 DCISC Meetings with NRC Resident Inspector

3.5 NRC Items Reviewed by the DCISC

3.6 DCISC Evaluation and Conclusions and Recommendations

Table 3.1 Diablo Canyon 1 – 2Q/2014 Performance Summary

Table 3.2 Diablo Canyon 1 – 2Q/2014 NRC Most Significant Inspection Findings

Table 3.3 Diablo Canyon 2 – 2Q/2014 Performance Summary

Table 3.4 Diablo Canyon 2 – 2Q/2014 NRC Most Significant Inspection Findings
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24th Annual Report, Volume 1, Section 4.0, Summary of Major DCISC Review Topics

The DCISC reviews a broad spectrum of topics and issues at DCPP. Detailed reports of these
topics are contained in Volume 2, Exhibit B – DCISC Public Meeting Notices, Agendas and Reports
and Volume 2, Exhibit D – DCISC reports on Fact-finding meetings. This section contains summaries
of these reports along with conclusions and any recommendations.
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24th Annual Report, Volume 1, Exhibit 5.0, Performance Indicators

Forced Outage Rate (18-Month Rolling Data) 

Plant Capacity Factor
(Net Maximum Dependable Capacity for 12-month periods ending in June)

Safety System Functional Failures
(Goal = 0)



Unplanned Automatic Reactor Trips
(Goal = 0)

Outage Personnel Radiation Dose
(Person-Rem)



Plant Misposition Component Performance
(2014 Goal = 0)

Noteworthy Human Errors & Rates
(Rates are errors per 10,000 work-hours)

Refueling Outage Durations



DCPP Equipment Reliability Index
(Goal = 85)

Critical Equipment Clock Resets

Reactivity Management Index
Goal = 100%

Unplanned Reportable Releases
(Goal = 0)
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24th Annual Report, Volume 1, Exhibit 6.0, DCISC Open Items List

The DCISC Open Items List is a database used to track items for follow-up and monitoring. The
List is updated and reviewed at each public meeting. The Open Items List included in Exhibit F,
Volume II was used at the DCISC June11 & 12, 2014 Public Meetings.
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24th Annual Report, Volume 1, Exhibit 7.0, PG&E Actions on Previous DCISC Report
Recommendations

The DCISC has made 220 recommendations in its previous 23 Annual Reports. The
recommendations, PG&E responses and DCISC dispositions from the previous DCISC reporting
period are included in Exhibit H, Volume II, along with references to the location for the basis for
each recommendation.

PG&E’s response to the DCISC recommendation in the 2012–2013 Annual Report was included in
Section 9.0 of that report. At its February 12, 2014 and June 11, 2014 Public Meetings, the DCISC
found the responses acceptable.

The PG&E responses to the two recommendations made in the current report are contained in
Section 9.0. PG&E’s response will be reviewed during the first public meeting in 2014 and reported
on in the meeting minutes and in the next annual report.

The DCISC concludes that the actions taken by PG&E relative to past DCISC recommendations have
been satisfactory and have helped to maintain or improve safety and reliability.
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24th Annual Report, Volume 1, Exhibit 8.0, Public Input

The DCISC has welcomed and encouraged input from the public since its inception in 1990. As
part of its Public Outreach Program, the Committee has established a number of channels of
communication opportunities in an effort to foster public outreach. These are mainly in the form of
three public meetings and plant tours per year in the local community. The Committee’s public
meetings are webcast in real time, available for subsequent viewing on the web through archived,
streaming video, linked to each meeting agenda, and cablecast for subsequent broadcasts on the
San Luis Obispo Public Education and Government television channel. The Committee also
maintains a toll-free telephone line, a newer and expanded website and e-mail and mailing
addresses. The DCISC also issues public notices, press releases and advertisements. Input from the
public has been received from many of these channels as described in this section of the report.

8.1 Telephone Calls and E-mails Received by the DCISC

8.2 DCISC Internet – Worldwide Web Page Activity

8.3 Comments Received at DCISC public meetings

8.4 DCISC Public Tours of DCPP

8.5 DCISC Evaluation
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Operations

1.0 PG&E/DCPP Organizations

The DCPP organization chart is included as an attachment.

2.0 Summary of Diablo Canyon Operations

2.0.1 Capacity Factor

During the assessment period of July 1, 2013, through June 30, 2014, Diablo Canyon’s Combined “Capacity
Factor” averaged 91.60% (Net Maximum Dependable Capacity). Capacity factor is the amount of power
produced expressed as a percentage of the maximum theoretical amount.

Unit 1 Operating Summary

During the 12-month reporting period ending June 30, 2014 Unit 1’s Capacity Factor was 86.60% (Net Maximum
Dependable Capacity). The table below includes descriptions of operating events that impacted Unit 1
generation.

Unit 1 Power Generation Events July 2013 – June 2014

Date Type Curtailed Secondary Power Level Event

06/26/13 – 07/02/13 Forced Outage

 0%

Manual shutdown.
Boric acid leak inside
Containment.

10/14/13 – 10/17/13 Curtailment

50%

Main Feedwater Pump
1-1 trip caused by
accumulator problem.

10/28/13 – 11/03/13 Curtailment

 50%

Ocean cooling water
system tunnel
cleaning.

02/09/14 – 03/13/14 Refueling Outage

0%

Manual shutdown.
1R18 Refueling
Outage.

03/16/14 – 03/27/14 Forced Outage

0%

Manual shutdown.
Repair Reactor
Coolant Pump 1-3 seal.

05/31/14 – 05/31/14 Maintenance Outage

0%

Manual shutdown.
Planned lightning
arrestor cold-wash
cleaning.



Unit 2 Operating Summary

During the 12-month reporting period ending June 30, 2014 Unit 2’s Capacity Factor was 96.61% (Net
Maximum Dependable Capacity). This period included a refueling outage.

The table below includes descriptions of operating events that impacted Unit 2 generation.

Unit 2 Power Generation Events July 2013 – June 2014

Date Type Curtailed Secondary Power Level Event

07/10/13 – 07/14/13 Forced Outage

 0%

Automatic Reactor
Trip. Main Transformer
Phase-A flashover.

01/10/14 – 01/05/14 Curtailment

49%

Ocean cooling water
system tunnel
cleaning.

02/02/14 –
02/08/14

Forced Outage

0%

Automatic Reactor
Trip. Main Transformer
Phase-B flashover.

02/28/14 –
03/01/14

Curtailment

25%

Precautionary
reduction for incoming
storm seas.

06/08/14 –
06/08/14

Maintenance Outage

0%

Manual shutdown.
Planned lightning
arrestor cold-wash
cleaning.

2.0.2 Refueling Outages

The Unit 1 eighteenth refueling outage (1R18) was a significant outage, which included the following major
work:

Main Generator Re-wedge

Vital Battery 1-1

Replacement 500kV Switchyard Relay Project (Transmission)

Circulating Water Pump 1-1 Motor Overhaul

4kV/480V Vital Bus G Preventive Maintenance

Tan Delta Cable Testing

Reactor Coolant Pump 1-3 Motor Overhaul

Polar Crane Modifications

Rod Control Cluster Assembly Inspections

In-core Thimble Tube Replacement

Containment Fan Cooler Damper Modifications

Containment Fan Cooler 1-3 and 1-5 Motor Overhauls



Outage 1R18 began on February 9, 2014 and ended one day ahead of schedule on March 13, 2014. Outage goals
and results were as follows:

Performance Category Goal Actual

Recordable & Disabling Injuries 0 0

Nuclear Safety Events 0 0

Human Events Site Clock Resets 0 0

Outage Duration (Days) ≤ 33 32.98

Dose Goal (Rem) 32 30.91

Significant Foreign Material Events 0 0

2.0.3 Collective Radiation Dose Equivalent Exposures

The bulk of personnel radiation exposure occurs during refueling outages. For this reason, the total annual
exposure is largely dependent upon the outage planning effectiveness, radiation levels, outage duration,
number of outages conducted in the year and emergent maintenance activities. Collective radiation dose for
Refueling Outage 1R18 was 30.9 person-rem versus a goal of 32.0, which represents the lowest cumulative
radiation dose for any outage in DCPP history, attributable to radiation field reduction efforts and improved
radiation workplace practices. Non-outage radiation doses typically amount to about eight person-Rem per
year.

2.0.4 Unplanned Reactor Trips

PG&E’s goal is to have no unplanned automatic reactor trips per unit per year while critical. Unnecessary
reactor trips not only reduce plant capacity factor, they also represent unnecessary challenges to safety
systems and may indicate substandard operating or maintenance practices. Manual trips are not counted
because PG&E believes this might inhibit operator-initiated trips and actions to protect equipment. A Unit 2
reactor trip occurred in July 2013 during a periodic hot washing of the 500 kV insulators for Unit 2, after having
performed the hot wash for Unit 1. These hot washings have been conducted about every six weeks since
about 1996 without experiencing a reactor trip. Their purpose is to remove contaminants. Operators and DCPP
systems performed as expected during this reactor trip.

2.0.5 Unplanned Safety System Actuations

This indicator is the sum of the number of unplanned emergency core cooling system (ECCS) actuations
(whether the ECCS actuation set point has been reached or from a spurious or inadvertent ECCS signal) and the
number of unplanned emergency AC power system actuations that result from the loss of power to a
safeguards bus. For Diablo Canyon, ECCS actuations include actuations of the high-pressure injection system,
the low-pressure injection system, or the accumulators. Such actuations should be avoided because the plant
should be maintained in a safe configuration to preclude actuations, and unnecessary challenges to plant
safety systems should be minimized. PG&E’s goal for this indicator continues to be no unplanned safety system
actuations at DCPP.

2.0.6 Chemistry Effectiveness Indicator (CEI)

DCPP has adopted the industry Chemistry Effectiveness Indicator (CEI) to measure overall station
chemistry effectiveness. The CEI includes metrics for the Primary Chemistry and the Secondary Chemistry and
is a measure of chemical control as well as contaminant control.

The CEI can range from 0 to 100 with a lower value demonstrating better chemistry control. Currently the top



quartile PWR plants have typical values of ≤ 0.23.

Monthly CEI for Unit 1 for August 2014 was 0.000. Unit 1 18-month composite remains at 0.31. Industry first
quartile performance has dropped to ≤ 0.23, 2nd Quartile is ≤ 0.79.

Monthly CEI for Unit 2 for August 2014 was 0.000, and the Unit 2 18-month composite remained at 0.79.
Industry first quartile performance has dropped to ≤ 0.23, 2nd Quartile is ≤ 0.79. DCPP expects this to return to
first quartile in September of 2014.

2.0.7 Fuel Reliability

The purpose of the fuel reliability indicator is to monitor progress in achieving and maintaining high fuel
integrity. Failed fuel represents a breach in the initial barrier for preventing offsite release of fission products.
Such failure also has a detrimental effect on operations and increases the radiological hazards to plant
workers.

Based on measurement of both steady-state reactor coolant activity and transient iodine spiking, PG&E
determined that both Units 1 and 2 operated without any failed rods during the period starting July 1, 2013 to
date. Unit 1 has operated without any failed rods since the beginning of Cycle 5. The Unit 2 radiochemistry data
indicate that Unit 2 has been operating without fuel defects since starting up Cycle 17 (June 2011).

PG&E continues to follow its fuel reliability programs, including the aggressive preventive maintenance
inspection of new and irradiated fuel, continued implementation of procedural guidelines to prevent fuel
damage during both power and refueling operations, implementation of chemistry controls, fuel assembly
reconstitution for identified rod failures, tracking and disposition of damaged fuel assemblies and strict
controls to exclude foreign material from the reactor coolant system.

Organizational Charts

Senior Vice President Nuclear Generation and Chief Nuclear Officer



Nuclear Power Generation



Nuclear Power Generation Engineering Services



Nuclear Power Generation Site Vice President

Station Support Director
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Nuclear Power Plant

The DCISC tours the Diablo Canyon Nuclear Power Plant during most fact-finding meetings to
observe or inspect items it is reviewing. Also, the DCISC conducts plant tours with members of the
public three times per year during its public meetings. For the two years following the terrorist
events of September 11, 2001 no public tours were held. The DCISC resumed public tours at its June
2, 2004 public meeting. This exhibit includes a database of the areas of the plant DCISC and the
public have toured.

Table 1 – Ten–Year Record of DCISC Tours of DCPP (Through June 2014)

Area No. Location System-Area

Tour No(s)
(See Table 2)
(Bold = Public Tour)

TB–1 TB – Buttress Area Condensate
Polishing System

*, 09–9

TB–2 TB – El 73 NH-SH (U1&2) Condensate
Pumps

*, 05–7, 09–8

Condensate
Cooler

 

TB–3 TB El 85 NH Oily Water
Separator Room

 

TB–4 TB – El 85 NH-SH (U1&2 ) Condensate
Booster Pumps

 

Letdown
Storage Tanks

 

Main Feedwater
Pumps

*, 07–11, 02–5, 09–8, 05–7, 06–6

Condenser
Water Box

*, 07–9

Plant Air
Compressors

 

Service Water
HX

 

Lube Oil Storage
Tanks

11–1

Component  



Cool. Water HX

TB–5 TB El 85 (U1&2) Emergency
Diesel
Generators

05–4, 05–7, 06–5, 07–7,09–5, 09–
8,09–9, 10–2, 10–7, 14–2

TB–6 TB El 85 (U1&2) 4kV & 12kV Non–
vital Switchgear

07–2

TB–7 TB Buttress El 104 (U2) Technical
Support Center

07–4, 10–3

TB–8 TB El 104 (U1&2) 4kV Vital Cable
Spread. Rms.

05–7

Isophase Bus
Cooling System

 

TB–9 TB El 104 (U1&2) Main Lube Oil
Resvr. -Cooler

11–1

Feedwater
Heaters

*

Mid–condenser
& Hoods

 

Seawater
Evaporators

 

Steam Jet Air
Ejectors

*

TB–10 TB El 119 (U1&2) 4kV Vital
Switchgear

14–2

Switchgear
Ventilation Fans

 

TB–11 TB El 119 (U1&2) Isophase Busses *

LP Cond.
Exhaust Hoods

*

Moisture Septrs.
/Reheaters

 

Tech.
Maintenance
Shop

 

TB–12 TB El 140 (Turbine Deck)
(U1&2)

Main Turbines,
Generators &
Steam Leads &
Valves

*, 05–7, 06–4, 06–9, 08–7, 10–2,
10–5, 10–7, 14–5

TB–13 TB El 140 NH Outage
Coordination
Center

08–8, 09–8



TB–14 U1 TB 140 NH Operations
Support Center

14–7

AB–1 AB El 55 Pipe Tunnel Area  

AB–2 AB El 64 (U1&2) Boron Injection
Tanks

 

Residual Heat
Removal Pumps

 

Gas Decay Tanks
& Cmprsrs.

09–1

Radwaste
Monitor Tanks

09–1

Liquid Radwaste
Storage Tanks

09–1

AB–3 AB El 73 (U1&2) Residual Heat
Removal HXs

 

Compnt. Cool.
Water Pumps

 

Charging Pumps  

Containment
Spray Pumps

 

Boron Injection
Tanks

 

AB–4 AB El 85 (U1&2) Penetration
Area

 

Post–LOCA
Sampling Station

 

Waste Gas
Analyzer

09–1

AB–5 AB EL 85(U1&2) Safety Injection
Pumps

 

Boric Acid Evap.  

Aux. Control
Board

11–7

Let down & Seal
Return HX

 

AB–6 AB EL 85 Chemistry
Offices & Labs

 

RP Offices &
Labs

 

RCA Access
Control

06–4, 06–9, 09–1, 09–9, 09–1



Hot Showers &
Laundry

 

AB–7 AB El 85 Auxiliary Boiler  

AB–8 AB El 100 (U1&2) Penetration
Area

 

AB–9 AB El 100 (U1&2) Aux. Feedwater
Pumps

07–6, 12–1

Volume Control
Tank

 

Demineralizers  

Boric Acid
Transfer Pumps

 

AB–10 AB El 100 (U1&2) 480 V Vital Bus  

Hot Shutdown
Panel

09–9, 10–2, 10–7, 11–7, 14–2

AB–11 AB El 115 U1&2) Penetration
Area–MS & FDW

 

Radwaste
Processing Area

 

Ion Exchangers 09–1

AB–12 AB El 115 (U1&2) Vital Batteries,
Chargers &
Inverters

11–6

Rod Control
Cabinets

 

AB–13 AB El 115 (U1&2) Plant Ventilation
System

 

AB–14 AB El 128 (U1&2) Cable Spreading
Room

 

AB–15 AB El 140 (U1&2) Control Room
Area

05–4, 07–7, 08–7, 08–8, 09–9,
10–2, 10–5, 11–7, 13–4, 14–2, 14–5

AB–16 AB El 140 (U1&2) SG Blowdown
Tank

 

Containment
Equipment &
Personnel
Hatches

02–4, 04–1

FH–1 FH El 85 (U1&2) Fuel Handling
Supply Fans &
Radiation
Monitoring

 



FH–2 FH El 100 (U1&2) Spent Fuel Pool
Pumps-HXs

10–8

Spent Fuel
Ventilation Sys.

 

FH–3 FH El 140 (U1&2) Spent Fuel Pool 06–1, 07–10, 08–8, 09–9, 10–8,
11–7

Cask Decon (El
115)

09–9

New Fuel
Storage

09–6, 10–8

Firewater Pumps
(El 115)

 

FH–4 FH El 140 NH-SH Hot Machine
Shop

09–9

Hot Tool Room  

C–1 Containment (U1&2) Containment
Area

06–4, 11–7

Reactor Coolant
System

 

Accumulators  

Pressurizer
Relief Tank

 

Cont. Sump -
Screen

 

Refueling Canal  

Containment
Fan Coolers

 

A–1 Admin. Bldg. El 128 Communications
Rooms

 

Computer
Center

 

Security Access
Control

*, 06–7, 07–3, 07–8, 07–12, 08–2,
08–6, 08–9, 10–4, 10–6, 10–9, 11–
4, 11–5, 11–8, 12–3, 12–5, 12–8, 13–
2, 13–6, 13–8, 14–3, 14–6, 14–8

T–1 Training Building Training Building
Simulator

05–2<-span>,05–5<-span>,05–
8<-span>,06–3<-span>,06–7<-
span>,07–3<-span>,07–8<-
span>,07–12<-span>,08–2<-
span>,08–6<-span>,08–9<-
span>,09–4<-span>,09–7<-



span>,09–10<-span>, 10–3,10–4<-
span>,10–6<-span>,10–9<-span>,
11–1, 11–3,11–4<-span>,11–5<-
span>,11–8, 12–3, 12–5, 12–8, 13–
2,<-span>13–3, 13–5,13–6, 13–8,
14–3, 14–6, 14–8,<-span> 14–7

T–2  Maintenance
Training Facility

09–4, 12–5,<-span> 13–7, 14–1, 14–
3<-span>

I–1 Intake
Structure Area (U1&2)

General Area &
Overlook

04–4<-span>,05–2<-span>,05–
5<-span>,05–8<-span>,06–3<-
span>,06–7<-span>, 07–1,07–3<-
span>,07–8<-span>,07–12<-
span>,08–2<-span>,08–6<-
span>,08–9<-span>,09–4<-
span>,09–7<-span>,09–10<-
span>,10–4<-span>,10–6<-
span>,10–9, 11–4, 11–5, 11–8, 12–3,
12–5, 12–8, 14–3<-span>, 14–6<-
span>, 14–8<-span>

Traveling
Screens

09–2, 13–2<-span>, 13–6, 13–8<-
span>

Circulating
Water Pumps

09–2, 06–2

Auxiliary
Saltwater
Pumps

 

O–1 Outside TB El 85 (U1&2) Main & Auxiliary
Transformers

*, 05–4, 06–9, 09–2, 09–9, 10–2,
10–7, 14–2

O–2 Outside FH and Yard
(U1&2)

Condensate
Storage Tank,

*, 07–6, 08–5, 08–7, 09–8

Primary Water
Storage Tank,

*

Refueling Water
Storage Tank

*

O–3 Outside TB (east side) Diesel Fuel Oil
Storage Tank
(buried)

 

O–4 Warehouse Area Main Warehouse 09–3

Warehouses
A&B

 

O–5 Outside (U1&2) Cold Machine
Shop

09–9



O–6 Outside, Radwaste Area Radwaste
Storage Facility

09–1

Radwaste
Storage Tanks

 

Laundry Facility  

O–7 Plant Overlook Area Waste Water
Holding &
Treatment
System Facilities

05–2, 05–5, 05–8, 12–3. 12–5, 12–
8, 14–3, 14–6, 14–8

Polymetrics Sys.
-Reservoir

 

O–8 “Patton Flats” Area Hydronautics
System

 

Biology Lab  

Hazardous
Waste Stor. Bldg

 

Fire Protection
System

09–6

Plant Sewage
Treatment Fac

 

Paint Facility  

O–9 500 kV Switch yard 500 kV
Switchyard &

*

Control Building 06–3, 06–8, 13–2, 13–6, 13–8, 14–
3, 14–6, 14–8<-span>

O–10 230 kV Switchyard 230 kV
Switchyard &
Control Building

*<-span>,06–3,<-span>06–8, 13–
2, 13–6, 13–8, 14–3<-span>

O–11 Discharge Structure Discharge
Structure

*, 06–3, 08–2, 08–6, 08–9, 09–4,
09–7, 09–10, 12–3, 12–5, 12–8, ,
13–2, 13–6, 13–8, 14–3, 14–6, 14–
8<-span>

OS–1 Offsite Emergency
Operations
Facility

05–1, 05–3, 07–4, 10–3, 11–1, 11–3,
12–6, 13–3, 14–7

Joint
Information
Center

05–1, 05–3, 07–4, 08–3, 10–3, 11–
1, 11–3, 12–6, 13–3

Other  Other Specific
Areas:

 

AB Asset Team  



Work Area

AB Elect. Asset
Team Work Area

 

AB Fire Pumps,
Piping &
Equipment

09–6

AB Security System
Components &
SAS

 

 Seismic Gap
Modifications

 

 Expansion Joint
Failures

 

 Temporary
Jumpers

08–4, 09–5

 Human
Performance

09–1

 Simulation Lab  

 Radiation
Monitoring
System

05–6, 06–10

 Outside Control
Area, Firing
Range,
Protected
Control Area
(including
selected alarm
stations, delay
barriers, check
points, vehicle
barriers, gun
ports, watch
stations, and
overall visible
security
features)

06–3<-span>, 06–10, 07–4<-
span>, 07–6,08–2, 08–6, 08–9<-
span>

 ISFSI Site 10–4, 10–6, 10–9, 12–3, 12–5, 12–8,
13–2, 13–6, 13–8, 14–3, 14–6, 14–
8<-span>

 Admin Bldg Tall
Bookcase

10–8, 12–7



Seismic Bracing

 Control Room
Ready Room

12–7

 Tall Bookcase
Seismic Bracing

10–8, 12–7

* Systems/areas marked with “*” have also been visited on many tours due to their location along
routes frequently traveled.

Legend:

AB = Auxiliary Building

FH = Fuel Handling Building

TB = Turbine Building

NH = North Half

SH = South Half

HX = Heat Exchanger

El = Elevation

HVAC = Heating, Ventilation & Air Cond.

U1&2 = Units 1 and 2 have separate facilities/equipment

Table 2 – Ten–Year Chronological Record of Past DCISC DCPP Tours (through June 2014)

Tour No. Date(s) Participants Locations-Components Observed

05–1 9-22-
04

PRC, RFW Emergency Operations Facility, Joint Media Center

05–2 10-5-04 Public Tour Plant Overlook, 230 kV & 500 kV Switchyards, Control
Room Simulator, Intake Overlook

05–3 12-8-04 PFP, RFW Emergency Operations Facility, Joint Media Center

05–4 1-14-05 ADR, JEB Control Room, Emergency Diesel Generators, Main
Yard

05–5 2-16-05 Public Tour Plant Overlook, 230 kV & 500 kV Switchyards, Control
Room Simulator, Intake Overlook

05–6 4-7-05 PFP, RFW Outside Control Area, Firing Range, Protected Control
Area (including selected alarm stations, delay barriers,
check points, vehicle barriers, gun ports, watch
stations, and overall visible security features).

05–7 5-3-05 WFC, RFW Turbine Building (operating deck and lower levels),
Control Room, Emergency Diesel Generator (EDG)
Room, Cable Spreading Room



05–8 6-2-05 Public Tour Plant Overlook, 230 kV & 500 kV Switchyards, Control
Room Simulator, Intake Overlook

06–1 9-8-05 PFP, JEB Spent Fuel Building

06–2 9-21-05 WFC, RFW Auxiliary Salt Water System in Intake Structure

06–3 10-13-
05

Public Tour Plant Overlook, 230 kV & 500 kV Switchyards, ISFI Site,
Control Room Simulator, Intake, Outfall

06–4 11-10-
05

PFP, RFW Containment, Unit 2 Turbine Deck & RCA

06–5 12-20-
05

PFP, JEB EDG

06–6 1-19-06 ADR, SS,
RFW

Compressed Air System

06–7 2-16-06 Public Tour Control Room Simulator, Security Building, Intake

06–8 3-22-06 PFP, JEB 230 & 500 kV Switchyards

06–9 5-4-06 ADR, JEB Turbine Deck, Spent Fuel Pool, RCA, Auxiliary Building,
Outside Yard

06–10 6-1-06 PFP, RFW ISFSI Construction, Security Force–on–Force Drill

07–1 8-3-06 ADR, JEB Intake Structure

07–2 9-6-07 WFC, SS,
RFW

12kV System

07–3 10-18-
06

Public Tour Control Room Simulator, Security Building, Intake

07–4 10-25-
06

PFP, RFW Simulator, Technical Support Center, Emergency
Operations Center (EOC), Media Center, ISFSI Site

07–5 11-28-
06

WFC, JEB Make–up Water System

07–6 12-14-
06

PFP, RFW Auxiliary Feedwater System, Pumps, Piping, Valves and
Condensate Storage Tank

07–7 1-17-07 ADR, JEB Control Room, Turbine Deck and Emergency Diesel
Generator Rooms and ISFSI

07–8 1-31-07 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

07–9 3-21-07 WFC, RFW Component Cooling Water System Components

07–10 4-18-07 ADR, WFC Spent Fuel Pool

07–11 5-30-
07

PFP, RFW Main Feedwater System Control System

07–12 6-13-07 Public Tour Control Room Simulator, Security Bldg, Intake,
Overlook, ISFSI

08–1 8-21-07 WFC, RFW I&C Components in Various Locations in AB, CR & TB

08–2 10-24-
07

Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI



08–3 9-18-07 ADR Joint Media Center

08–4 11-13-
07

WFC, VSB,
RFW

Human Performance & Safety Simulation Lab

08–5 12-19-
07

ADR, JEB New Steam Generator Storage Area

08–6 1-23-08 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

08–7 2-27-08 RJB, JEB Control Room, Turbine Floor & SG Work in Yard

08–8 3-10-08 ADR, JEB SG Work in Yard, Fuel Handling Bldg., Control Room,
Outage Meeting

08–9 6-25-
08

Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

09–1 7-16-08 WFC, RFW Radwaste Processing & Storage, CVCS Filter Gallery,
LRWS Ion Exchange Cubicles, Unit 2 Equipment Drains
& Tank, LRWS & GRWS Discharge Radiation Monitors,
Unit 2 Waste Gas Compressor and Decay Tank,
Chemical Drain Tank, L&HS Tank, B.5.b Equipment
Storage

09–2 8-27-
08

RJB, JEB Intake Structure, ASW Pump, Main Bank Transformer

09–3 9-16-
08

PFP, RFW New Unit 1 SG Storage, Warehouse

09–4 10-7-08 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

09–5 11-5-08 RJB, RFW Human Performance & Safety Simulators, Unit 2
Turbine Building, EDGs 2–1 & 2–3

09–6 12-17-
08

PFP, JEB Fire Protection Equipment

09–7 2-11-09 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

09–8 3-3-09 RJB, JEB SG Replacement, Turbine Building, EDG 1–2, MFW
Pumps, CDN Pumps, Condensate Storage Tank, Outage
Control Center

09–9 5-19-09 PFP, DCL,
RFW

Turbine Building, EDG 1–3, Control Room, Intake Area,
Discharge Cove, RCA Portal, SFPs 1 & 2, Hot-Cold
Machine Shops, Yard Area, Transformers

10–1 7-22-09 PFP, DCL,
JEB

ISFSI, Admin. Building Protective Window Film

10–2 8-10-
09

PL, WFC,
RFW

Turbine Building (all levels), Emergency Diesel
Generator Room, Control Room, Alternate Shutdown
Panel, Plant Yard, Main Transformers, Ocean Intake &



Discharge

10–3 9-2-09 RJB, JEB Control Room Simulator, Technical Support Ctr,
Emergency Operations Ctr, Joint Information Ctr

10–4 12-9-09 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

10–5 12-16-
09

PFP, RFW Turbine Deck Units 1 & 2, Control Room

10–6 2-10-10 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

10–7 3-16-10 RJB, RFW Control Room Simulator, Turbine Building, Alternate
Shutdown Control Panel, Emergency Diesel Generator
Room, Plant Yard, Main Transformers, Main Steam
Safety Valves

10–8 5-12-10 PFP, RFW Units 1 & 2 Spent Fuel Pools, SFP Pump, SFP Cleanup
System, SFP Heat Exchanger, Training Building Tall
Bookcase Seismic Bracing, Operations Ready Room Tall
Bookcase Seismic Bracing

10–9 6-2-10 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

11–1 7-6-10 PFP, DCL Simulator, EOF, JIC

11–2 8-4-10 RJB, JEB Main Lube Oil Room, CARDOX System

11–3 8-11-10 PFP, RFW Simulator, EOF, JIC

11–4 11-17-10 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

11–5 2-15-11 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

11–6 4-19-11 PL, RFW Unit 1 Vital Batteries and Racks, Battery Chargers,
Switchgear, Vital Inverters and one train of Non–Vital
Batteries and Chargers.

11–7 5-25-11 PFP, DCL Auxiliary Building Control Panel, Control Room, Unit 2
Spent Fuel Pool, Containment, AB, TB

11–8 6-22-11 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

12–1 8-10-11 RJB. RFW Observe Licensed Operator Training in Training Bldg.

12–2 11-16-11 PL, RFW Turbine–Driven Auxiliary Feedwater Pumps

12–3 11-4-11 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

12–4 12-13-11 PRF, RFW Compressed Air System Components

12–5 2-9-12 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

12–6 3-14-12 PL, RFW Control Room Simulator, Emergency Operations



Center, Joint Information Center

12–7 5-22-12 PFP, RFW Control Room, Turbine Building All Levels, Yard, Cold
Machine Shop, I&C Shop. Outage Coordination Center

12–8 6-20-12 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

13–1 8-17-12 PFP, RFW Emergency Auxiliary Saltwater Pump

1313–2 131010-
12

13Public
Tour

13Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

13–3 11-7-12 RJB,DCL Control Room Simulator, Emergency Operations
Center, Joint Information Center

13–4 12-5-12 PRC, RFW Control Room Area, I&C Lab, Admin. Bldg.

13–5 1-16-13 PL, DCL Control Room Simulator

13–6 2-6-13 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

13–7 4-9-13 PFP, RFW Mechanical Maintenance Shop

13–8 6-5-13 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

14–1 9-10-13 PFP, RFW Mechanical Maintenance Training Facility

14–2 9-12-13 PFP, RFW Turbine/Generator Deck, Control Room, Condenser,
Emergency Diesel Generators, Electrical Switchgear
Room, Seismic Instrumentation and Detectors, Storage
of B.5.b (Greater than design basis) emergency items,
Main and Auxiliary Transformers

14–3 10-9-13 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

14–4 11-20-
13

RJB, DCL Control Room, Turbine Building

14–5 12-11-13 PFP, RFW Main Administration Building, Engineering Offices

14–6 10-12-13 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

14–7 5-21-14 PFP, RFW Simulator, Alternate Operations Support Center,
Emergency Operations Center, Joint Media Center

14–8 6-11-14 Public Tour Control Room Simulator, Security Building, Intake,
Overlook, ISFSI

* Systems/areas marked with “*” have also been visited on many tours due to their location along
routes frequently traveled.

Legend:

AFW = Auxiliary Feedwater



CCW = Component Cooling Water

CFCU = Containment Fan Cooler Unit

CR = Control Room

CW = Circulating Water (condenser)

DCL = Dave Linnen

DFO = Diesel Fuel Oil

EDG = Emergency Diesel Generator

EGP = Gail dePlanque

EOF = Emergency Operations Facility

FDW = Feedwater

HC = Hyla Cass

HHW = Herb Woodson

ISFSI = Independent Spent Fuel Storage Inst

JEB = Jim E. Booker

JIC = Joint Information Center

OCC = Outage Coordination Center

PFP = Per F. Peterson

PL = Peter Lam

PRC = Phil Clark

RCA = Radiation Control Area

RFW = Ferman Wardell

RHR = Residual Heat Removal

RJB = Robert J. Budnitz

RTL = Bob Lancet

SFP = Spent Fuel Pool

SG = Steam Generator

SI = Safety Injection System

SPDS = Safety Parameter Display System

TB = Turbine Building

TSC = Technical Support Center

WEK = Bill Kastenberg

WFC = Bill Conway



WHO = Warren Owen
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24th Annual Report, Volume 2, Exhibit F, Open Items List

The DCISC Open Items List is an on-going list of items the DCISC tracks for follow-up,
monitoring, or action. The list is updated at each of the three DCISC Public Meetings per year.

Open Item Types: M = Monitor F = Follow-up I = Issue Items in Italics are new or revised
FF = Fact-finding Meeting, PM = Public Meeting, Q = Quarter

Item
No. Type Open Item Category/Description Last Actions

Next
Action

CO Conduct of Operations (CO)

CO-5 M Clearance Process Performance &
Improvements. [Reviewed Outage 1R17
clearances at August 2012 FF – satisfactory.
Reviewed outage 2R17 at 4/13 FF –
satisfactory.] [Reviewed Outage 1R18 results
at May 2014 FF: no clearance problems.]

6/13PM
5/14FF

2R18
1Q15FF

CO-7 M Review DCPP storm response experience and
strategy every two years [or as necessary]
during or after annual winter storm season.
[Reviewed at 4/14 FF – satisfactory]

5/10FF
4/14FF

2Q15FF

CO-8 M Monitor all reactor trips – automatic and
manual (review trip LERs at public meetings).
[Reviewed two reactor trips at 1/14 FF:
satisfactory.]

10/07 PM
7/11 FF
1/14/FF

Post-trip
FFs & PMs

CO-9 F Reactivity Management – review every 18
months. [Found satisfactory 5/10 & 8/11 FFs].
[Reviewed Reactivity Management
Leadership Team 1/13FF – satisfactory.]

1/13FF 3Q14FF

CO-
10

M Mispositioning Errors (Equipment Status) –
monitor the status of mispositioning errors
and actions to resolve. [Reviewed 1R17
performance at 8/12FF – satisfactory.]
[Reviewed 2R17 performance at 6/13 PM –
satisfactory.] [Reviewed Jan 2014FF: Review
again no later than 3Q14. To be reviewed
6/14FF]

8/12 FF
6/13FF
1/14FFF

6/14 PM

CO-11 M Operator concerns and issues – review 3/10 FF 2Q15FF



periodically the status of operator concerns
and issues. The fact-finding team suggested
that future review by the Committee focus
on selected aspects of Operation’s Block and
Tackle Action Plan rather than the entire plan
[6/12 PM]. [Reviewed 11/12FF – satisfactory.
Reviewed time critical operator actions
12/12FF – satisfactory.] [Reviewed 3/14FF:
satisfactory]

11/12FF
12/12FF
3/14FF

CO-12 M [New] Assessment of Flexible Power
Operation. Dr. Peterson observed that the
anticipation of DCPP having to reduce
generation output periodically in response to
market demands is a matter the DCISC
should review. [Reviewed 12/13FF –
satisfactory. Dr. Peterson stated there will be
studies on this issue [flexible operations]
performed at DCPP and the DCISC should
follow this issue closely. {Reviewed at 12/13FF
– continue to monitor.]

10/13PM
12/13FF

4Q14FF

CM Conduct of Maintenance (CM)

CM-7 I Review PG&E’s progress in complying with
the amendment to 10CFR50.55a which
provides the requirements for ISI of
containment structures (degradation).
[Reviewed Unit 2 inspection at 7/12FF -
satisfactory]

2/12 PM
7/12FF

Next
inspection

CM-
10

M On-line Maintenance: review the
implementation of on-line maintenance bi-
annually, including the 12-week Rolling
Maintenance Schedule about how well it is
working & impacting risk. Review trend of
amount of on-line maintenance. [Reviewed
On-Line Mnt 1/12 FF – satisfactory.]
[Reviewed OLM 9/13FF – satisfactory.]

4/11 FF
1/12FF
9/13FF

6/14FF

CM-
13

M Review Maintenance Department
performance measures, staffing, etc.
approximately annually. [Mnt reviewed at
November 2011 FF – satisfactory.] [Reviewed
Troubleshooting Program 12/11 FF –
satisfactory.] [Reviewed FME 1/12 FF –
satisfactory.] [Reviewed Mnt Dept
Performance 1/13FF – satisfactory.] Review

1/12FF
1/13FF
10/13PM
3/14FF

3Q14FF



new Troubleshooting Procedures [Reviewed
at 3/14FF: satisfactory.].

CM-
14

F DCPP Assessment of Maintenance Risk and
On-Line Maintenance Risk Procedures have
been substantially upgraded with the
addition of an Integrated Risk Review Team.
[Reviewed briefly 9/13FF – review in-depth
1Q14FF.] [10/13PM update: Mr. Wardell
suggested the DCISC follow up in one year to
determine how the integrated risk review
team is performing and managing overall risk
of on-line maintenance. Mr. Wardell, in
response to a query from Dr. Budnitz, stated
he would check and determine whether a
member of the PRA group was part of the
Integrated Risk Review Team [Question sent
to DCPP 1/22/14.] [To be reviewed at 6/14FF.
Following 6/14FF & DCPP response, include in
Open Item CM-10 & close.]

9/13FF
3/14FF
6/14FF

Close

EN Engineering Program (EN)

EN-
16

F DCPP Systems – review a system (or
structure or component), system health,
long-term plan, Maintenance Rule
performance & walkdown with System
Engineer at FFs. Review Intake Systems 1Q14
or 2Q14. [Note: Next Action changed to
“Regularly,” and systems reviewed are listed
with dates at the end of the Open Items List.]
[AFW on 6/14FF agenda.]

6/13FF
12/13FF

6/14FF
Regularly

EN-
19

F Review every 12-18 months major
Engineering Programs, including
Configuration Management, Aging
Management, System Engineering (system
health & long-term plans), Valve Testing,
Margin Management, Staffing, etc. [Note:
Next Action changed to “Regularly,” and
programs reviewed are listed with dates at
the end of the Open Items List.]

8/12FF
5/13FF
6/13FF
11/13FF

Regularly

EN-
20

F Each Member should review or observe Plant
Health Committee meetings. [RJB 8/11FF &
4/12 FF, PFP12/12FF, 9/13FF & 11/13FF.]

9/13 FF
11/13FF

3Q14FF

EN-
27

F Equipment Environmental Qualification
Program – review biennially. [Reviewed

11/12FF 4Q14FF



11/12FF - satisfactory.]

EN-
29

F ACE 600117543, “Adverse Trend in Licensing
Basis Issues”. The DCISC should monitor
DCPP’s Licensing Basis Verification Project.
[Reviewed at the 11/12 FF – found
satisfactory, continue to monitor.] Review
seismic – RJB. [Reviewed LBVP status 11/13FF
– satisfactory. [11/13FF update: the DCISC
should consider conducting a more detailed
examination of project status prior to the
October 2014 Public Meeting, or even prior to
the June 2014 Public Meeting. This
examination would require considerably
more time than does a routine Fact-finding
Topic, but it could serve to provide DCPP
[DCISC?] with a clearer picture of the overall
project status as well as the specific License
Amendments and design changes that will
emerge from this Project.]

11/11FF
11/12FF
10/13PM
10/13FF

2Q14FF
4Q14FF
Fire
Protect.
& Seismic

EN-
30

F Design Quality issues [Reviewed at 12/12FF.
Several 1R17 major mods with quality issues.
Review semi-annually until resolved.] A
[Process Control System Design Quality] root
cause evaluation was performed and the
corrective actions identified will be reviewed
for effectiveness following 1R18. [Reviewed
Design Quality Effectiveness Review at May
2014FF: review not complete until mid-June.
Review 3Q14FF.]

12/12FF
5/14FF

3Q14FF

HP
Human Performance: Human Errors and Improving Safety & Efficiency of Plant
Performance

HP-1 M Review human performance & human
behavior items (including error reduction
programs, HP PIs, aberrant behavior
statistics, FFD, stress reduction programs,
Personnel Accountability Policy, Human
Performance Steering Committee &
Subcomm, Centers of Excellence, Org.
Development). [Reviewed HP Program at
1/14FF.]

4/12FF
9/12FF
1/14FF

1Q15FF

HP-
18

M Review biennially operator aging, physical
fitness, “no solo” issues, attention
enhancement, stress management, &

8/11FF
3/14FF

1Q16FF



incentives for operator focus. [Reviewed “no
solo” at 3/14FF: good trend.]

HP-
25

M Further observations and improvements in
the Management Observation Program
should be reviewed by DCISC. [Reviewed
April 2010 – satisfactory.] [Reviewed
Observation & Coaching 12/11 FF –
satisfactory.] [Reviewed as part of INPO AFI
actions with Station Director at 12/13FF.
Significant increase in frequency & intensity.]

4/10 FF
12/11FF
12/13FF

4Q14 FF

HS Health, Nuclear Safety Culture and Safety Conscious Work Environment

HS-6 F Follow DCPP progress in
establishing/improving its safety culture (and
its subset Safety Conscious Work
Environment, including Safety Culture
Monitoring Panel, and including Employee
Concerns & Differing Opinion Programs).
[Reviewed Passport to Knowledge Program
5/14FF – sat.]

1/12FF
8/12FF
5/14FF

1Q15FF

PI Performance Improvement Programs

PI-1  DCPP Performance Improvement Programs:
Corrective Action, Self-Assessment,
Operating Experience [and line use of OE],
Benchmarking, etc. Review DCPP’s improving
the Corrective Action Program to make it
very easy for any employee to enter an issue
into the Corrective Action Program and
issues may now be entered on an anonymous
basis [2/14PM]. [Note: Next Action changed
to “Regularly,” and programs reviewed are
listed with dates at the end of the Open
Items List.]

9/13FF
12/13FF
1/14FF

Regularly

EP Emergency Preparedness (EP)

EP-2 M Attend and observe DCPP emergency drills
and exercises annually, paying special
attention to JMC communications to the
media and public, including radiation release
communications to the public, coordination
of information release with SLO County, and
extension of drills to better exercise FMTs &
JMC. Consider public participation in drills.
[Observed the May 21, 2014 Hostile Action
Based Exercise. Good DCPP performance.]

11/12FF
12/12FF
2/13PM
5/14FF

Next
Exercise



EP-4 F Emergency Preparedness: coordinate with
Fukushima review item BDB-6.

10/12PM Ditto

EP-5 F DCPP use of social media for emergency
response. Reference NEI 12-11. [Reviewed
SLO social media and precautionary actions
at 9/13FF and 12/13FF – satisfactory.] [No
observed use of social media at 5/21/14
exercise.]

12/13FF
5/14FF

1Q15FF
PFP

RA Risk Assessment and Management (RA)

RA-5 M Review overall PRA program annually.
Include Fire PRA Upgrade & Shutdown
Analysis in next review. Much work
underway (including plant specific shutdown
risk analysis). Review PRA Group
resources/capabilities. Review Safety
Monitor periodically. [Reviewed 4/12FF –
satisfactory.] [Reviewed 6/13FF –
satisfactory.]

2/11PM
4/12FF
6/13FF

6/14 FF

RA-6 M Seismic fragility analysis – review periodically. 8/14FF 1Q15FF

NS Nuclear Safety Oversight and Review (NS)

NS-5 M Monitor NSOC meetings periodically to
observe their processes and their review of
nuclear safety issues. [Reviewed at 1/19/11 FF -
satisfactory] [Note: Beginning 1/13 NSOC
meetings will consist of two-hour exits
following four-day member investigations.
Members should each attend one per year.
[RJB observed 4/13FF.] Next 2014 meetings:
1/6, 4/7, 7/14 & 11/17]

1/09 FF
1/11 FF
4/13FF

2014: 1/6,
4/7, 7/14,
11/7

NS-9 M Monitor DCPP’s program to track INPO Areas
for Improvement. Review with DCPP INPO
Coordinator. Review after mid-cycle review.
[Reviewed progress in addressing INPO
evaluation AFIs 3/13FF – satisfactory.]
[Reviewed 8/13 evaluation12/13FF -
satisfactory.] [Reviewed DCPP Strategic
Performance Improvement Plan at 5/14FF:
sat.]

12/11FF
3/13FF
12/13FF
5/14FF

6/14PM

RP Radiation Protection (RP)

RP-3 M Regularly review outage RP performance.
[Reviewed in December 2010 – satisfactory.]
[Reviewed 1R17 outage at 7/12FF –
satisfactory and RP audit 8/12FF =

4/13FF
6/13PM

2Q14FF
(1R18)



satisfactory.] [Reviewed RP Program 4/13FF –
satisfactory.]

RP-12 M Review annual DCPP radiological release
report each year. Review at Summer or Fall
FFs. [Reviewed at 7/12 FF: acceptable.]
[Reviewed public release of rad info. 3/13FF.]
[Reviewed Tritium monitoring 4/13FF – OK.]

3/13FF
4/13FF

6/14FF

RP-13 F (New) The PHC also reviewed the Radiation
Monitoring System which is white status for
Unit-1 (U-1) and in yellow status for Unit-2
(U-2) because of equipment reliability
problems due to aging. The PHC expects to
review a long-term strategy to address these
issued by mid-2014 and Mr. Wardell
recommended the DCISC also follow this
issue.

2/14PM 3Q14FF

QP Quality Programs (QP)

QP-3 M Review the activities and results of QV audits
as well as PG&E’s outside biennial audits,
including timeliness of corrective actions.
Review annually – include 4th quarter QPAR
with yearly results. [Reviewed audit of
Chemistry Program 8/13FF – satisfactory.]
[QV & QPAR presented at 10/13PM.]

1/13FF
5/13FF
10/13PM

3Q14FF

QP-9 F Software QA Program: SQA Program
determined satisfactory in Sept. 2006 FF
meeting. [Reviewed at December 2010 FF –
satisfactory.] [Reviewed SQA and Cyber
Security 12/13FF – satisfactory.]

12/10FF
12/13FF

4Q15 FF

QP-
10

F Dr. Budnitz observed that the DCISC should
review the reorganization of the QV
department in the next one or two years.

10/13PM 4Q15FF or
earlier

NF Nuclear Fuel Performance (NF)

NF-9 M Nuclear Fuel Performance & Issues (review
annually). [Observed new fuel inspection
12/12FF: satisfactory.]

12/12FF 6/14FF

ER Equipment Reliability and Life Cycle Management (ER)

ER-5 M Monitor the Equipment Reliability Process
approximately annually. [January 2014 FF
Report: Although the station continues to
operate safely and its overall reliability has
not been significantly affected, the DCISC
should consider conducting a more lengthy

8/11FF
3/13FF
6/13FF
1/14FF

6/14FF



and in-depth examination of these issues
during one of its upcoming Fact-finding Trips.
This review could also include interfacing
with DCPP’s Maintenance organization to
gain their perspective of challenges that may
be encountered in the maintenance of aging
equipment.] [Critical Equipment Clock Resets
and Management of Single Point
Vulnerabilitiy on 6/14FF agenda.]

OE Organizational Effectiveness & Development (OE)

OE-1 F Review DCPP Operating Plan each year after
development. [Reviewed 2012 Operating
Plan and 2011 results at 1/12 FF & results at
9/12FF – satisfactory.] [Reviewed 2012 results
& 2013 operating plan 3/13FF – satisfactory.]
[4/14 FF Report: Areas that DCISC should
consider for future review during 2014
include Equipment Reliability, Human
Performance, and implementation of the
Corrective Action Program.]

3/13FF
11/13FF
4/14FF

4Q14FF
2/15PM

OE-3 F Review the status of STARS – Strategic
Teaming and Resource Sharing Initiative
periodically. [Reviewed at 1/13 and 11/13FF FF -
satisfactory.]

1/11 FF
1/13FF

Close

SE System and Equipment Performance/Problems (SE)

SE-26 M Review reactor pressure vessel compliance
status after next set of surveillance samples
is analyzed and effective vessel lifetime
projections are updated. [Reviewed
specimen status at 10/10 FF: satisfactory.] [RV
Coupon status 5/13FF.] [Reviewed
Pressurized Thermal Shock Rule 8/13FF –
satisfactory.]

10/10FF
5/13FF
8/13FF

Following
1R18?
2Q14FF

SE-36 M Review the Boric Acid Corrosion Control
Program bi-annually. [Reviewed BACC at
4/14FF: satisfactory]

4/14FF 3Q16 FF

SE-38 F Add Containment Fan Cooler Unit
modifications to enable reduced
maintenance for future FF review.
Coordinate with BDB-1 (Fukushima) review.
[Reviewed 3/12 FF – needs follow-up
following 1R17.] [Reviewed at 8/12FF –
satisfactory but needs follow-up.] [Reviewed

3/12 FF
8/12FF
4/13FF

After 2R18



4/13FF – coupling damage – follow up.] [A
root cause evaluation [of CFCU motor shaft
couplings is being conducted. Review the
results when it is concluded.]

SE-39 F Review and tour the inspections and repairs
of concrete Intake Structures following
selected refueling outages. [Reviewed at
7/09 FF – satisfactory.] [Reviewed at 6/26/13
FF – satisfactory.]

7/09 FF
6/13FF

Following
1R18
3Q14FF

SE-
40

F Monitor the status of transformers &
leakage, failures, corrective actions. Follow
status of transformer protection barrier.
[Reviewed at November 2010 PM –
satisfactory & follow after 1R16.] [Large
transformers 9/11FF] [Reviewed large
transformers 4/13FF – satisfactory, but wall
schedule delayed until R21 outages. DCISC
follow-up needed.]

9/11FF
4/13FF

3Q14FF

SE-42 F Safety System Functional Failures – review
annually. [Reviewed at 7/12FF – satisfactory.]
[Reviewed 9/13FF – not satisfactory - follow
up needed.] Mr. Wardell stated the [Safety
System Functional Failures] action plan with
the additional items appeared effective but
he suggested the DCISC follow up on
performance improvement concerning DCPP
ability to address safety system functional
failures each quarter until satisfactory
resolution is achieved. The [11/13 DCISC fact-
finding team concluded that a follow-up
review of SSFFs should be conducted no
later than mid year 2014.] [Reviewed 3/14FF:
no improvement. Review again 3Q14FF.]

7/12FF
9/13FF
10/13PM
3/14FF

3Q14FF

SE-43 F Pressurizer Nozzle Weld Overlay Indications –
reviewed 4/13FF (satisfactory & follow up on
RCE.] [Reviewed at 9/13FF – satisfactory.]
[Try to close out after 4/14FF.] DCPP has
committed to do Phased Array [NDE]
examinations [of the Pressurizer nozzle weld
overlays] in 2R18, 2R19 and 2R20 to justify its
calculations with empirical evidence. Dr.
Budnitz remarked the DCISC will follow the
results of PG&E’s future examinations.

4/13FF
9/13FF

4Q14FF



SE-45 F Control Room Ventilation System Issues
[Reviewed 5/13FF & 6/13PM. Follow-up
needed.] [Mar 2014 FF Report: new licensing
basis for CRVS expected by EOY 2015.]

6/13FF
3/14FF

4Q15FF

SE-
46

F Review the issue of the transformer
protection barrier as the design progresses.
[Reviewed at the 4/13FF – wall schedule
delayed until R21 outages. DCISC follow-up
needed.] [Redundant with Item SE-40. Close
here.]

6/13PM Close

SE-47 F The DCISC representative concluded the
station continues to set high performance
goals and is maintaining effective control of
secondary water chemistry and is responding
proactively to identify issues. Accordingly,
unless problems emerge the DCISC should
conduct its next review of this topic
[Feedwater and Steam Generator chemistry]
no earlier than mid-2015.

10/13PM 3Q15FF

SE-
48

F Voltage stability issues with the 230kV
System should be pursued at least annually
not only with the plant but also with the
appropriate group in the PG&E corporate
organization. [On 6/14FF agenda.]

10/13PM 6/14FF

SE-
49

F (New) Emergency Diesel Generators (EDGs) –
3/14 FF Report: DCPP expects to return the
EDGs to White (healthy) status in mid-2015.
The DCISC should review the EDGs at that
time.

3/14FF 3Q15FF

SE-50 F In May 2013, PG&E submitted a proposed
path to closure [of the Containment Sump
Debris Issue] that includes a risk-informed
approach. The fact-finding team concluded
that this approach is reasonable and the
DCISC should review DCPP’s progress on the
proposed path to closure.

1/14FF 4Q14FF

SE-51 F Monitor salt deposition on external
equipment and systems (e.g., EDGs,
ventilation systems, transformers, ISFSI).

5/14FF 4Q15FF

SG Steam Generator Performance (SG)

SG-6 M Review Steam Generator performance
metrics & inspection results after refueling
outages and the 5-year tube inspections.

6/12PM
8/13FF

Following
2R18
4Q14FF



Monitor DCPP’s position on SONGS SG tube
wear. [Tube inspections 11/10PM, SG
performance 6/11PM] [Reviewed 5/12 FF &
6/12PM – satisfactory – continue to monitor.]
[Reviewed at 8/13FF – satisfactory.]

OM Outage Management (OM)

OM-3 M During outages, monitor Outage
Coordination Center, Control Room, and
containment walkdown/inspection (end of
outage). Review outage turbine work.
[Reviewed at 5/12 FF – satisfactory.] Dr.
Peterson would welcome an opportunity to
observe a containment closure drill during a
future outage. [Per may come down for it at
1R18 or 2R18.]

5/11 FF
5/12 FF

3Q14FF
(2R18)

OM-4 M Review Outage Safety Plan, safety margin
trends, and plans for mid-loop operation for
each outage. Review outage results following
each outage at FFs and PMs. [Reviewed 2R17
results 4/13FF – sat.] [Reviewed 1R18 outage
safety plan at 12/13FF – satisfactory.]

3/12 FF
1/13FF
4/13FF

6/14FF
2Q14FF
2R18

OM-5 F DCPP has determined that it needs to do a
better job of foreign material exclusion
(FME) and this resolution appeared
satisfactory to the DCISC team but Mr.
Wardell recommended the DCISC follow up
on this issue following 2R18.

1/12FF 4Q14FF
After 2R18

SEC Security (SEC)

SEC-3 M Monitor interaction of Security and
Operations, Engineering, Maintenance, and
Emergency Preparedness for effects on
nuclear safety. [Reviewed Cyber-Security
April 2011 FF: satisfactory. Review specific
mods to see how handled with new NRC
regs. [Reviewed Safety-Security Interface
12/12 FF – satisfactory.]

4/11FF
12/11FF
12/12FF

3Q14FF

SEC-
4

F Observe Hostile Action Based Emergency
(HABE) Preparedness Exercises

4/14FF Next
Exercise

SF Independent Spent Fuel Storage Installation – ISFSI (SF)

SF-1  Monitor ISFSI operations, including cask
transfer. [Reviewed ISFSI video March 2010
FF – satisfactory. Video was shown at June
2010 PM: well done.] [Reviewed at December

8/13FF
10/13PM
2/14PM

4Q14FF



2010 FF – satisfactory.] [Reviewed loose ISFSI
hold-down bolts at 4/12 FF – satisfactory.]
[Reviewed at 8/13FF, 10/13PM & 2/14PM.]

SF-2 F Follow technical developments of relative
risks of casks and spent fuel pool storage
(NRC Staff study & NRC Commissioner vote).
Include opening casks to inspect fuel.

6/14PM TBD

SC Seismic & Tsunami (SC)

SC-3 M Long-Term Seismic Program: review
periodically. Review significant seismic
events as they occur. Reviewed at 6/09 PM.
[Reviewed 3/10 FF – progress satisfactory.
Continue to monitor.]

3/10 FF
11/10 PM

4Q14FF
RJB

SC-4 M Monitor new DCPP risk-based Probabilistic
Tsunami Hazard Analysis. [PG&E has
completed. [Reviewed at 8/11 FF –
satisfactory. Add to 10/11 PM].] [Coordinate
with BDB-1, Fukushima review.] [Reviewed
tsunami hazard analysis 11/13FF – satisfactory.
Continue to follow.]

5/08
8/11 FF
11/13FF

4Q14FF
RJB

SC-5 F Review DCPP seismic safety program for
personnel safety and bracing of furniture,
and tour the plant to inspect for potential
seismic hazards associated with tall furniture.
Review at a minimum of 3 FFs and each PM
until resolved. [Coordinate with BDB-1
(Fukushima) reviews.] [Reviewed 5/12 FF – no
progress – another DCISC recommendation.
[Reviewed 12/12FF – satisfactory – directors
assigned to manage/monitor.] [Reviewed
4/13FF – impressive action plan.] [Reviewed
at 9/13FF and 12/13FF – satisfactory.]

2/13PM
4/13FF
9/13FF
12/13FF
2/14PM

4Q14FF

SC-7 M Shoreline Fault – follow activities and events
with the Shoreline Fault. [Shoreline POA
9/11FF] [Schedule FF as soon as NRC report is
released.] [RJB attending SSHC meeting in
June 2013, October 2013 & March 2014.] [Jan
2014 FF Report: the controversy over the
plant’s seismic licensing basis raises a safety
concern might best be addressed by the full
Committee during one of DCISC’s future
public meetings.]

9/10FF
8/11FF
9/11FF
1/14FF

4Q14FF
RJB

SC-11 F Review and monitor DCPP response and 10/12 PM Close



actions related to NRC’s 50.54(f) Generic
Letter of March 2012, “NRC Near Term Task
Force Recommendations 2.1 and 2.3,”
specifically on seismic and external flooding
site evaluations. Includes (1) review of DCPP
re-evaluation of site seismic hazard, (2)
review of DCPP re-evaluation of external
flooding hazard including tsunami hazard, (3)
review of the NRC-mandated seismic
walkdowns, including review of non-safety-
related equipment and seismically-induced
system interactions and their potential to
compromise plant safety and personnel
safety.

3/14FF

SC-12 F Review the capability of the Containment
equipment hatch to be closed during or
following an earthquake. [Reviewed 4/13FF
and 9/13FF – follow-up needed.] [Reviewed
12/13FF – satisfactory. Review again 3Q14FF.]
[Reviewed 3/14 FF: Hatch suspensions
modified in 1R18 & 2R18. Analysis showed
always qualified. Close.]

9/13FF
12/13FF
3Q14FF

Close

FP Fire Protection (FP)

FP-5 M Review Fire Protection Program and Systems
every two-three years, including QV audits
and NRC triennial inspections. Review the
health and correction of degraded systems
every six months. [Review this topic in a
future Fact-finding Visit or Public Meeting no
later than the first quarter of 2015.]

1/11FF
11/12FF

4Q14FF

FP-6 M Monitor DCPP’s process of converting to the
National Fire Protection Association’s
Regulation 805 (NFPA 805) standard. NRC
Triennial NFPA 805 Transition Audit in
October 2012 – review at 1Q13 FF. Fire
protection issues reviewed 11/12FF –
satisfactory. [Reviewed in the 1/11 & 8/11FF &
4/12 FF & 3/13FF – satisfactory.]

4/12 FF
3/13FF

3Q13FF

FP-7 F (New) Mar 2014 FF Report: Ten remaining
fire doors have been included as highest
priority in the Plant Door Life Cycle
Management Plan. This plan will be
presented in April 2014 to the Plant Review

3/14FF 3 or
4Q14FF



Committee for funding. The DCISC should
follow up on fire doors in about six months
(Sep/Oct 2014).

LD Learning & Development Programs (LD)

LD-3 M Review non-license technical, operations &
accredited training programs at least
annually. [Observed Elec Mnt Training at
9/12FF – satisfactory. Reviewed Emergency
Aux Saltwater Pump Training at 8/12FF –
satisfactory.] [Reviewed Mnt Shaft
Alignment Trng 9/13FF – satisfactory.]
Reviewed Mnt. Power Transmission trng.
9/13FF – satisfactory.] [Reviewed Engineering
Training Program 11/13FF – see Item EN-19.]

9/12FF
8/13FF
9/13FF
11/13FF 

6/14FF

LD-6 F Observe operator license, re-qualification,
classes periodically in FF meetings. Include
Enhanced Simulator Training.] [Reviewed
licensed operator training program status at
11/12FF – satisfactory. Reviewed simulator
training 1/13FF – satisfactory. [Reviewed NRC
license requal. exam 5/13FF.] [Reviewed
ATWS simulator trng. 8/13FF – satisfactory.

11/12FF
1/13FF
5/13FF
8/13FF

3Q14FF

OT Overtime Control (OT)

OT-6 M Review and monitor DCPP implementation of
new NRC work hour rules and the resulting
effect on overtime. [Reviewed NRC Fatigue
Management Rule implementation 12/12FF –
satisfactory.] [Suggest closing after 4Q14FF
review, if no problems, because not
significant item DCISC should be following on
Open Items List.]

7/11FF
12/12FF

4Q14FF
then
close?

NR Nuclear Regulatory Commission Items (NR)

NR-3 M Monitor the Non-Cited Violation Tracking &
Trending Program annually at the Jan/Feb
Public Meetings. [Reviewed NRC NCV &
allegation trends at 3/12 FF – improvement
noted.] [Reviewed 230kV & CR Habitability
issues at 8/12FF – satisfactory but continue to
follow.] [Reviewed NRC 3-Month Inspection
Report at 9/12FF – sat.] [Trend in Crosscutting
Aspect H.4(a), “Work Practices – Human
Error Prevention” on 6/14FF agenda.]

1/07PM
8/12FF
9/12FF

6/14FF
PMs

NR-4 F Meet with NRC Resident Inspectors 3/14FF Regularly



regularly. [Met with NRC Senior Resident
Inspector 1/13, 5/13, 6/13, 8/13, 11/13 & 1/14 FFs.]
[Note: Next Action changed to “Regularly.”]

4/13FF

NR-5 F Regulatory Excellence Action Plan – review
twice per year. [Reviewed at 8/13FF –
satisfactory.]

8/13FF Close

NR-6 F [New] The [11/13] DCISC fact-finding team
concluded that future reviews [of NRC cross-
cutting issues] by our Committee should be
dictated by station performance rather than
being conducted on a routine, periodic basis.

10/13PM Future FFs

LR License Renewal (LR)

LR-1 F CEC: The Committee should conduct an
evaluation of issues and make
recommendations for any mitigation plans
related to reactor pressure vessel integrity . .
. in connection with PG&E’s application for a
20-year license renewal (LR) and should
consider reactor vessel surveillance reports
in context of changes predicted to the
predicted seismic hazard in the vicinity of the
plant site. [Reviewed at 2/11 FF: satisfactory.
Continue to review.]

11/10PM
2/11FF
8/13FF

On hold
for DCPP
LR re-
start

CL Closed Loop Cooling (CL)

CL-1 M Monitor DCPP’s responses and actions to the
EPA proposed regulations on closed loop
cooling (best technology available) for
thermal power plants. [Reviewed at
December 2010 FF – DCPP feasibility study
satisfactory.] [Reviewed at 12/11 FF –
satisfactory.] [Reviewed at 9/12FF –
satisfactory.] Dr. Peterson commented the
DCISC needs to monitor issues with respect
to safety evaluation of any such possible
modifications and the transition that might
occur from the elimination of the once-
through cooling system now used by DCPP
[6/12PM]. [Reviewed at 5/14FF, continue to
follow.] [Final Bechtel report due June 5,
2014. DCISC to review & comment.]

12/11FF
9/12FF
9/13FF
10/13PM
5/14FF

4Q14FF

CL-2 F Monitor response to DCISC letter sent to
SWRCB Nuclear Review Committee. (6/12 PM:
Follow up with SWRCB with letter. Bechtel is

6/11PM Awaiting
next
meeting



performing the safety review.) [RJB
attended SWRCB meeting on July 17, 2013 in
Sacramento.] (DCISC 9/5/13 Bechtel
evaluation report to SWRCB.]

CL-3 F DCISC review of Bechtel analysis of cooling
towers for elimination of DCPP once-through
cooling.

9/13
Report

10/14
Report

BDB Beyond Design Basis Events (e.g, Fukushima Event)

BDB-
2

F Spent Fuel Pool Level Monitoring - Dr.
Peterson recommended the DCISC review
the design [of the new Spent Fuel Pool level
instrumentation] at a fact-finding to
understand how the instrument works and
how it will be installed at DCPP. Dr. Peterson
stated that Dr. Groote’s comment about a
remote camera was an excellent suggestion
and the DCISC will follow up with DCPP on
Dr. Groote’s question.

6/11PM
10/13PM

3Q14FF

BDB-
6

F DCPP FLEX Status – review status of progress
on FLEX, including SFP level instrumentation;
SAMG, EDMG, EOP consolidation; portable
instrumentation; operator actions;
temporary connections; equipment storage.
[Reviewed at 6/13 & 9/13FFs – satisfactory.]

6/13FF
9/13FF
6/14PM

4Q14FF
2Q15FF

O Other Items (O)

O-1 F [New] Perform observations of evolutions
(work processes) within the plant
periodically. [Performed observation of
Turbine Building rounds 11/13FF – satisfactory.
Continue with these about annually.]

10/13PM 4Q14FF

O-3 F [DCISC Recommendation R13-1] Recognizing
that the Operations organization plays a key
leadership role in the management of plant
status, Mr. Linnen stated the fact-finding
team is recommending that DCPP’s
Operations group reexamine the role that it
played in planning, preparation, and
execution of this maintenance activity
[Unplanned De-energizing of U-2 4kV Vital
Bus G During 2R17]. [Include
recommendation in Annual Report and
advise DCPP beforehand.]

8/13FF
10/13PM

Include in
Annual
Report &
Advise
DCPP

O-4 M [DCISC Recommendation R13-3] The DCISC 1/14FF Close



recommends that DCPP evaluate the various
constraints on how fast spent fuel bundles
can be loaded into the Independent Spent
Fuel Storage Installation (ISFSI), and develop
an estimate of, and the rationale for, the
practical limit on the number of spent fuel
bundles that can be loaded into the ISFSI on
a per year basis. [Reviewed at 1/14FF –
awaiting report.] [Information sent by DCPP
is satisfactory. Close.]

Public Meeting Items (PM) (Reference: Public Meeting Minutes Pages)

6/13
PM
14

F IEEE Spectrum magazine last year has a cover
article on the consequences of a billion ton
“coronal mass ejection” )an 1850 Richard
Carrington event), frontally directed at the
North American continent from the sun. The
induced current in the power grid would
purportedly be enough to destroy all of the
0.5 GeV step-up/step-down transformers
connected to it. Subsequent research
indicated it will take 4-10 years to restore the
U.S. grid into operation due to the longhand
built replacement time for grid transformers.
In addition, life without electrical power
would be catastrophic, and, per the National
Academy of Sciences, would cost one Trillion
$ in replacement costs. Is there anything
being done which could mitigate such a
disaster, such as AC bypassing the current
from the transformers, maintaining a spare
set of transformers, or shutting down the
grid and transformers until the CME event
has moved on? [Public Tour Comment from
Mr. Garry C. Gillette.] [Sent to PG&E 1/24/14.]
[This is bounded by the loss of AC power
analysis at DCPP and use of FLEX. Close.

6/13PM Close

2/14
PM
1

F The plan to repair these fire doors has been
delayed until 2016 and the fact-finding team
found this to be of concern and Mr. Wardell
suggested the Committee follow this issue
and consider attempting to have DCPP
accelerate the schedule for making repairs to
the fire doors. [Reviewed at the 3/14FF:

2/14PM Close



progress made, and DCISC should continue
to follow. New Open Item FP-7 created to
track. Close here.]

2 F The PHC also reviewed the Radiation
Monitoring System which is white status for
Unit-1 (U-1) and in yellow status for Unit-2
(U-2) because of equipment reliability
problems due to aging. The PHC expects to
review a long-term strategy to address these
issued by mid-2014 and Mr. Wardell
recommended the DCISC also follow this
issue. [New Open Item RP-13 created to
track. Close here.]

2/14PM Close

3 F [Dr. Peterson] stated he believed that as a
result of the DCISC’s review of this issue
DCPP will make changes to its refueling
outage procedure and make physical
modifications to reinforce the Containment
equipment hatch doors. Mr. Bedesem
confirmed those modifications were
complete for U-1 and Mr. Wardell stated the
DCISC should continue to follow this matter
during future a fact-finding. [Reviewed at
3/14FF. Modifications will be performed on
Unit 2 during Outage 2R18. Analysis showed
hatch support system seismically qualified.
Close.]

2/14PM Close

4 F Dr. Peterson summarized the team’s
conclusion that there is much work to do
before any conclusion can be reached
concerning load following by DCPP, however,
the DCISC will continue to follow those
changes which could impact operational
safety. [New Open Item CO-12 created to
track this item. Close here.]

2/14PM Close

5 F The December 10-11, 2013 Fact Finding Report
was unanimously approved with the
exception of the section on load following
which is subject to review and revision
following consultation with PG&E concerning
proprietary information which will be
addressed at the DCISC public meeting in
June 2014. [DCPP approval of wording

2/14PM 6/14PM



received 4/6/14 and incorporated into FF
report, which was sent to DCISC on 4/21/14
for review.]

6 F The fact-finding team concluded that, since
the LBVP has clearly matured, it might be
appropriate for the DCISC to conduct a more
detailed and lengthy examination of project
status later during 2014. [To be presented at
the 6/14 PM.] Included in Item EN-25. Close
here.

2/14PM Close

7 F PG&E’s efforts will be the subject of
considerable review by subsurface
oceanographic geologists but the preliminary
conclusion is that an offshore event would
not produce a tsunami larger than the ten-
meter tsunami in the plant’s current design
basis. The DCISC will continue to review this
issue. [Included in Open Item SC-4. Close
here.]

2/14PM Close

8 F The DCISC fact-finding team concluded that
the appropriate resources are being directed
at resolving this issue [offsite 230kV capacity]
at the present time and that the resolution
path also appears to be reasonable. The
team believes the Committee should
continue to examine this issue at least
annually. [Included in Open Item SE-48. On
6/14FF agenda. Close here.]

2/14PM 6/14FF
Close

9 F Because of the significance of these types of
events [reactor trips], the station reports,
tracks and analyzes specific events. The fact-
finding team concluded that although the
station continues to operate safely the
Committee might consider conducting a
more in-depth review of these issues during
a future fact-finding visit. The first of these
two trips was determined to have been
affected by the insulator’s characteristics,
while the second was preliminarily
determined to have been caused by
inadequate controls for the offsite personnel
who conducted the periodic washing. The
fact-finding team understood at the time of

2/14PM 3Q14FF



the visit that this second event was still under
review and that it has prompted an
examination of any commonalities between
the two recent events. Consequently, the
fact-finding team was unable to draw any
additional conclusions from the information
available. The team felt that the Committee
should reexamine the issue when more
information becomes available.

10 F The [FF] team felt that the DCISC should
consider reviewing Operations efforts with
regard to plant status control and station
performance with regard to component
mispositioning in a fact-finding visit during
the next six months. [To be addressed in the
6/14FF. Included in Open Item CO-10. Close
here.]

2/14PM Close

11 F n May 2013, PG&E submitted a proposed
path to closure [of the Containment Sump
Debris Issue] that includes a risk-informed
approach. The fact-finding team concluded
that this approach is reasonable and the
DCISC should review DCPP’s progress on the
proposed path to closure. [Created new
Open Item SE-50. Close here.]

2/14PM Close

12 F The DCISC representatives observed this area
of human performance is a topic that has
been and will be of continuing focus in
DCISC’s fact-finding visits. [Already included
in Open Item HP-1. Close here.]

2/14PM Close

13 F Dr. Peterson reported that DCISC
representatives attended meetings of the
State Water Resources Control Board
(SWRCB) Review Committee for Nuclear
Fueled Power Plants (RCNFPP) on November
21, and December 18, 2013 and will be closely
following any recommendations from the
RCNFPP concerning the elimination of once-
through cooling or the employment of
alternate technologies as those matters may
affect DCPP. [Already covered in Open Items
CL-1 & CL-2. Close here.]

2/14PM Close

14 F Dr. Lam, in response to Mr. Geesman’s 2/14PM Close?



comments, stated he did not believe the
DCISC was in a position to compel
compliance by PG&E but should continue to
request an evaluation of the circumstances
by which PG&E would be able to accelerate
development of a limiting analysis of DCPP’s
capacity to move spent fuel from wet to dry
storage. [See Item 18 below. Close here?]

15 F Dr. Peterson remarked that PG&E’s
commitment to complete all the concrete
pads and the reported rate of reduction
through 2016 means that the Committee can
proceed to close out the matter of DCPP’s
response to the second recommendation in
the 23rd Annual Report while continuing to
review the correctness of the policy going
forward after 2016. [DCPP response received
by DCISC on 3/11/14 and determined
acceptable as a response to the DCISC
Recommendation R13-2 in its 2012-2013
Annual Report. Close.]

2/14PM Close

16 F Dr. Lam requested and Mr. Strickland agreed
to provide a table showing the Spent Fuel
Pool Rack Demand and Forecast for U-2 as a
supplement to PG&E’s response to R13-2, the
second recommendation in the 23rd Annual
Report. . [DCPP response received by DCISC
on 3/11/14 and determined acceptable as a
response to the DCISC Recommendation R13-
2 in its 2012-2013 Annual Report. Close.]

2/14PM Close

17 F Dr. Peterson remarked that the SONGS
Irradiated Fuel Management Plan would
likely not apply to DCPP because the
trajectory achieved at DCPP by 2027, when
the plant no longer has fresh fuel being
generated, would result in no longer having
the same requirement to maintain a
minimum number of fuel assemblies in the
spent fuel pools but Dr. Peterson observed
there may be other information of value in
the SONGS plan and Dr. Peterson requested
this be added as an item for the DCISC to
review. [Obtain SONGS plan for review.]

2/14PM Close



Close to Item SF-2.

18 F Consultant Linnen observed that DCPP
provided a status report on its spent fuel
pool inventory management plans during the
evening presentation on February 12, 2014,
which included an accelerated reduction of
the spent fuel inventory in the spent fuel
pools to a level of 736 older bundles by 2016.
He suggested a conclusion be incorporated
in the January 15-16, 2014 Fact Finding Report
that PG&E’s current plans for accelerating
the reduction of its spent fuel pool inventory
to a level of 736 bundles in each pool by 2016
appears reasonable and the Committee will
continue to follow this important area. [No
further action required. Close.]

2/14PM Close

19 F Dr. Lam observed the official response from
PG&E to R13-2, the Committee’ second
recommendation in its 23rd Annual Report,
would benefit from a supplemental response
addressing the limit of the number of cold
spent fuel bundles in the spent fuel pools by
the end of 2016 and to address the concerted
effort being made by PG&E to construct the
additional pads required to expand dry cask
storage. Dr. Lam stated he discussed this
augmented response to R13-2 with Mr.
Harbor and Mr. Strickland and PG&E is willing
to provide a supplemental response to R13-2.
Mr. Harbor confirmed that was the case and
Dr. Lam stated he wanted the record of this
meeting to reflect his discussions with DCPP
staff. [DCPP response received by DCISC on
3/11/14 and determined acceptable as a
response to the DCISC Recommendation R13-
2 in its 2012-2013 Annual Report. Close.]

2/14PM Close

20 F Dr. Peterson inquired whether PG&E could
address the one item remaining from the
report on the December 10-11, 2013, Fact
Finding Report presented on February 12,
2014, concerning information on plans to
provide flexible operations to address issues
of load following which PG&E believes may

2/14PM Close



consist of potentially proprietary
information. Mr. Harbor requested additional
time to review this issue. Dr. Peterson
observed the Committee approved the
balance of the report and would defer
approval of the portion of the report on
load-following to the June 2014 public
meeting. Dr. Budnitz remarked that as
proposals for load following emerge it is
important for the Committee to review them
as there are short term safety implications
involved. [DCPP approval of wording
received 4/6/14 and incorporated into FF
report, which was sent to DCISC on 4/21/14
for review. Close.]

21 F Dr. Peterson recommended the DCPP
Personnel Seismic Safety Program for review
by other nuclear power plants and
commented the approach taken by DCPP fits
within the logic and concepts of the FLEX
initiatives as it provides additional capability
to reduce residual risk. [Suggest DCPP
publish and/or present paper in industry
publication or conference.] DCPP will share
informally with peers. Close.

2/14PM Close

22 F In response to Consultant Wardell’s inquiry
concerning past emphasis on encouraging
use of a questioning attitude, Ms. Walter
replied that the focus is now on an increased
emphasis on making employees aware of the
importance of a questioning attitude as a
cultural value. Mr. Wardell observed DCPP’s
efforts in this area were worthy of a future
fact-finding review. [Include in the next
review of DCPP Safety Culture. Added to
existing Open Item HS-6. Close here.]

2/14PM Close

23 F Dr. Lam stated he found Ms. Walter’s
presentation to be reflective of a successful
safety culture which was in contrast to Mr.
Geesman’s earlier remarks and he inquired as
to Ms. Walter’s assessment of DCPP’s safety
culture and Dr. Lam requested a future
presentation from DCPP on the attributes of

2/14PM Close



a successful safety culture. [Added to
existing Open Item HS-6. Close here.]

24 F In response to Consultant Linnen’s inquiry
concerning improving the Corrective Action
Program, Ms. Walter replied the effort is to
make it very easy for any employee to enter
an issue into the Corrective Action Program
and issues may now be entered on an
anonymous basis. Every Notification
document which is produced by the
Corrective Action Program receives a multi-
disciplined review and every concern
receives serious consideration. Dr. Peterson
remarked this would be an appropriate
subject for a future DCISC fact-finding and
should be placed on the Committee’s Open
Items List. [Added to existing Open Item PI-1.
Close here.]

2/14PM Close

25 F Mr. Linnen requested and Ms. Walter agreed
to provide physical performance data on the
results of the 2013 Operating Plan for review
at a future fact-finding and possibly at a
public meeting. [Reviewed at 4/14FF:
satisfactory. Included in existing Open Item
OE-1. Close here.]

2/14PM Close

DCPP Systems Reviewed (EN-16)

4 kV – Aug 2013

230 kV – Aug & Nov 2013

500 kV - Aux Feedwater – Sep 2011

Aux Feedwater Pumps – Nov 2011

Aux Saltwater – Mar 2014

Aux Bldg Ventilation – May 2014

Component Cooling Water – Apr 2014

Compressed Air – Dec 2011

Condensate – Mar 2013

Containment – Sep 2010

Containment Spray – Jun 2013

Control Room Ventilation – Mar 201



Digital Systems – Dec 2013

DC Power – Apr 2011

EDG – Mar 2014

High Pressure Injection – May 2012

Low Pressure Injection - Plant Protection – Dec 2013

Radwaste Processing – Jul 2008

Reactor Coolant – May 2009

Reactor Coolant Pumps – Feb 2011

Refueling Equipment – Jun 2013

RCS Process Control – Jun 2013

RHR – Apr 2011

Spent Fuel Pool – May 2011

Steam Generators – Aug 2013

DCPP Programs Reviewed (EN-19 & PI-1)

AOV – Jun 2013

Benchmarking – Jan 2013

Boric Acid Corrosion Control – Apr 2014

Buried Piping & Tanks – Jan 2014 & Jun 2014 PM

Chemistry – Jan 2011

Cranes – May 2013

Configuration Management – May 2013

Corrective Action – Jan 2014

Door Life Cycle Management Plan – Mar 2014

Environmental Qualification – Nov 2012

Fire Doors – Mar 2014

Fire Protection – Jun 2014 PM

Flow Accelerated Corrosion – Apr 201

FME – Jan 2012 Large Motors – Jun 2013

Margin Management – Jan 2011

MIDAS – Jan 2011 On-Line Maintenance – Sep 2013

Operating Experience – Sep 2013



Operational Decision Making – Mar 2012

Self-Assessment – Nov 2011

Single Point Vulnerabilities – Jul 2011

Seismically Induced System Interactions – Jul 2010

System Engineering – Feb 2011

Transformers, Large – Apr 2013

Trending Analysis – Jan 2014

Troubleshooting – Mar 2014

Vibration Monitoring – Dec 2011
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24th Annual Report, Volume 2, Exhibit G, DCISC Public Contacts

The following exhibits describe contacts by members of the public during the reporting period.

Exhibit G.1 DCISC Telephone/Correspondence Log

Exhibit G.2 DCISC Correspondence

Exhibit G.3 Comments Received at Public Meetings
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24th Annual Report, Volume 2, Exhibit H, DCISC Recommendations and PG&E Responses

DCISC Recommendations & PG&E Responses

The DCISC makes recommendations in each of its annual reports based on reviews and investigations made
during the reporting period. PG&E responds to each recommendation, and the responses are included in Section
9.0 of this annual report. This Exhibit H includes the previous DCISC reporting period recommendations, PG&E
responses, and the status of DCISC disposition.

Table 1 – DCISC Recommendations & DCPP Responses from Last Reporting Period (7/1/2013 –
6/30/2014)

Cumulative
Rec. No.

DCISC
Recommendation

Recommendation
Reference

PG&E Response/
Action

PG&E Response/
Action
Reference

Status

219 Recommendation
R13-1: Because of
the relatively
large increase in
Licensee Event
Reports from the
previous
reporting period,
continuing high
number of Non-
Cited Violations,
and the number
of items in the
Conservative
Decision Making
Cross-Cutting
Aspect, the DCISC
recommends that
DCPP review the
effectiveness of
its Regulatory
Excellence Action
Plan.

Recommendation
R13-1, 2012/2013
DCISC Annual
Report, Section
4.20.3.

PG&E: PG&E
considers the 2012
Regulatory
Excellence Action
Plan (REAP) to
have been
effective in
achieving the
intended results
of supporting
safe, reliable plant
operation.

• The REAP has
resulted in
correctly
identifying and
submitting
Licensee Event
Reports for all
plant occurrences
required by
regulation to be
reported. The
number of LERs is
an accurate
reflection of the
number of
reportable
occurrences.

2012/2013 DCISC
Annual Report,
Section 9.0, PG&E
Response to
DCISC
Recommendations

February 12, 2014
DCISC Public
Meeting (Exhibit
B.6)

Closed



•The REAP has
also resulted in
fewer NRC-
identified and self-
revealing non-
cited violations.
Actual DCPP
violation
performance for
the past three
years is:

NRC-Identified
and Reporting
Period: Self-
Revealing NCVs
° 7/1/10-6/30/11 : 37
° 7/1/11-6/30/12 : 17
° 7/1/12-6/30/13 : 13

None of the
violations in the
July 2012 through
June 2013 were
greater than
green violations.
This performance
reflects top
quartile
performance of
the Region IV
plants.
Additionally, the
NRC has positively
noted improved
DCPP sensitivity to
regulatory
requirements and
increased self-
identification of
violations.

As noted by the
General
Accounting Office
report GAO-13-
743, “Nuclear
Power: Analysis of



Regional
Differences and
Improved Access
to Information
Could Strengthen
NRC Oversight”,
NRC Region IV
issues
disproportionately
more violations
than any other
region, indicating
Region IV uses a
lower threshold
for issuing
violations than
other regions.
Therefore
meaningful
comparison of
DCPP violation
performance
should
appropriately be
restricted to
Region IV plants.

• The REAP
identified the
increase in the
number of items
in the
Conservative
Decision Making
Cross-Cutting
Aspect in mid-
2012, resulting in
proactive cause
analysis and
implementing
corrective actions.
These corrective
actions were
effective at
improving station
performance and,
as of July 2013,
DCPP
performance had



improved and no
longer met NRC
criteria for being
considered a
theme. The NRC
closed their
monitoring of the
concern following
their mid-year
review of station
performance.

PG&E continually
strives to improve
Diablo Canyon’s
regulatory
performance. The
efforts that led to
the successes
above will be
continued to
assure that
progress
continues.

DCISC: Accepted –
closed.

220 The DCISC
recommends that
DCPP evaluate
the various
constraints on
how fast spent
fuel bundles can
be loaded into
the Independent
Spent Fuel
Storage
Installation
(ISFSI), and
develop an
estimate of, and
the rationale for,
the practical limit
on the number of
spent fuel
bundles that can
be loaded into
the ISFSI on a per

Recommendation
R13-2 2012–2013
DCISC Annual
Report, Section
4.

PG&E: As a
nuclear licensee,
PG&E’s highest
priority is to safely
manage and
protect the
nuclear fuel at its
nuclear facilities –
whether the fuel
is in the reactor,
the Spent Fuel
Pool (SFP), or the
ISFSI. PG&E’s
highly effective
used fuel
management
strategy,
specifically the
aspects related to
the rate at which
fuel is transitioned
from wet to dry

2012/2013 DCISC
Annual Report,
Section 9.0, PG&E
Response to
DCISC
Recommendations

June ,11 2014
DCISC Public
Meeting (Exhibit
B.9)

Closed



year basis. storage, is
supported by a
recent NRC study.
In a draft
memorandum
entitled “Staff
Evaluation and
Recommendation
for Japan Lessons-
Learned Tier 3
Issue on
Expedited
Transfer of Spent
Fuel,” the NRC
Staff concludes
that the expedited
transfer of spent
fuel to dry cask
storage would
neither provide a
substantial
increase in the
overall protection
of public health
and safety nor
sufficient safety
benefit to warrant
the expected
implementation
costs. The NRC
staff recommends
that no regulatory
actions be taken
to require the
expedited transfer
of spent fuel.

Additionally, there
are several
considerations
when managing
the movement of
spent fuel to the
ISFSI from storage
in the spent fuel
pools such as:

1) Regulatory
requirements



1.1)Thermal limits
of the cask system
— Fuel must cool
in the spent fuel
pool for at least 5
– 15 years to
achieve the
allowable cask
thermal loading
limits.

1.2) SFP thermal
mass — A SFP
high heat load
regulatory
commitment that
requires each
freshly unloaded
fuel assembly to
be surrounded by
four older
assemblies for
thermal mass
considerations.

2) ISFSI space —
Only the first two
ISFSI pads (of
seven total) were
constructed
(although the
entire facility was
fully licensed and
permitted). PG&E
will complete
construction the
remaining five
pads in 2014.

3) Plant
operational focus
— Plant activities,
such as refueling
outages, limit the
time-frames that
dry cask activities
can be effectively
performed.



4) Cask
Procurement —
Cask procurement
requires a two-
year lead time.

With these
considerations in
mind, PG&E’s
existing plan has
already been
optimized to
achieve the
minimum SFP
inventories
allowed by
regulations, and
to achieve that
goal as safely and
as efficiently as
possible. The
minimum
allowable SFP
inventory will be
achieved by the
end of 2016.

DCISC:
Supplemental
response needed.

PG&E: See next
page for
supplemental
response.

DCISC: Accepted –
close.
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General Information About the Diablo Canyon Independent Safety Committee

Introducing the Independent Safety Committee

The Diablo Canyon Independent Safety Committee (“DCISC”) was created by the State of
California's Public Utilities Commission (“PUC”) and held its first meeting in May 1990. The DCISC is
a three-person committee whose members are charged with reviewing and making
recommendations concerning the safety of operations at Pacific Gas and Electric Company's
("PG&E") Diablo Canyon Nuclear Power Plant ("Diablo Canyon"), located on a 750-acre site along
the central California coastline in San Luis Obispo County. Diablo Canyon provides electricity for
more than two million northern and central Californians from operation of its two 1,100 megawatt
Westinghouse 4-loop pressurized water reactors fueled by uranium dioxide. Diablo Canyon began
commercial operation in 1985 and is currently licensed by the U S Nuclear Regulatory Commission
(“NRC") to continue operating until 2025. The Committee members are assisted in their important
work by technical consultants and legal counsel.

Formation of the Independent Safety Committee

The DCISC was established as part of a settlement agreement entered into in June 1988
between the Division of Ratepayer Advocates (”DRA”) of the PUC, the California Attorney General
and PG&E concerning the operation of Diablo Canyon. The settlement agreement was approved in
PUC Decision 86-12-083 and provided that

“An Independent Safety Committee shall be established consisting of three members,
one each appointed by the Governor of the State of California, the Attorney General
and the Chairperson of the California Energy Commission, respectively, serving
staggered three-year terms. The Committee shall review Diablo Canyon operations for
the purpose of assessing the safety of operations and suggesting any recommendations
for safe operations. Neither the Committee nor its members shall have any
responsibility or authority for plant operations, and they shall have no authority to
direct PG&E personnel. The Committee shall conform in all respects to applicable
federal laws, regulations and Nuclear Regulatory Commission policies”

The DCISC publishes an extensive Annual Report for the fiscal year ending June 30. In addition to
summarizing the Committee's activities and its review of Diablo Canyon operations, the Annual
Report documents the members' conclusions, concerns and recommendations regarding Diablo
Canyon's operational safety. In twenty-three Annual Reports through 2012- 2013, the DCISC has
made 220 formal recommendations to PG&E for improving the safety of Diablo Canyon operations.
PG&E’s response to each becomes a part of the annual report. All the DCISC Annual Reports are



available for review by any interested members of the public at the Reference Department at the R
E Kennedy Library, located on the campus of California Polytechnic State University at San Luis
Obispo and the Annual Report is provided to local public libraries and published on the DCISC
website, www dcisc org.

In May of 1997, in response to electric utility rate deregulation, the PUC issued Decision 97-05-088
which, while setting aside the 1988 settlement agreement, found that the DCISC remained a key
element of monitoring safety of operations at Diablo Canyon. In May of 2004, in Decision 04-05-
055, the PUC concluded the DCISC should retain discretion to determine how best to accomplish its
mission and modified requirements for DCISC membership and nomination procedures and added a
requirement that the DCISC undertake public outreach in the local San Luis Obispo community. In
January 2007, in Decision 07-01-028, the PUC granted the DCISC's application for a Restated
Charter.

DCISC Operation: Public Meetings & Fact Findings

The DCISC typically conducts three public meetings each year in the San Luis Obispo area. Each
meeting usually occurs in four or five separate sessions during two days. Dates, times and locations
for these meetings are posted on the Committee's website, advertised in local newspapers and
notices are sent to state agencies, the news media and those persons who have requested
advanced notice of the public meetings. Public meetings may also include a tour of the Diablo
Canyon Power Plant which is open to a limited number of members of the public along with
members of the media. All meetings include an opportunity for the public to address comments and
provide information to the Committee Members. PG&E representatives are present to make
informational presentations to the Committee on topics requested by the Members. The meeting
agenda and supporting documents are filed and available to members of the public at the
Reference Department of the Cal-Poly Library, minutes of each public meeting are prepared and
approved by the DCISC and included in the annual report, and the public meetings are webcast in
real-time, as well as webcast and archived, on www.slospan.org and are videotaped for broadcast
on the local public access television station.

The DCISC also conducts frequent fact finding visits by individual members and consultants to the
plant site and to other locations as necessary to assess issues, review plant programs and activities,
interview and meet with PG&E management and employees, follow-up on current items on the
DCISC’s Open Items List and to identify agenda items for future public meetings. These fact finding
visits generally occupy one or two intensive days of research and investigation concerning PG&E’s
current activities and programs. Committee representatives also frequently observe meetings of
PG&E’s internal safety review organizations and committees.

A detailed written report, summarizing their activities, is prepared for each fact finding visit by the
participants. Comments concerning these reports are sought from each of the other members and
consultants, oral reports are presented during public meetings and, when approved by the
Committee at a public meeting, the fact finding reports are provided to PG&E. All fact finding
reports are included as a part of the Committee's Annual Report



Appointment of DCISC Members

A request for applications is publicly noticed by the PUC. After receipt of the applications and
an opportunity for public comment on the applicants, a short list of candidates is selected by the
PUC This list is provided to the nominating Agency which then appoints a member. As required by
PUC decisions which created and continued the Committee, the PUC proposes as candidates only
persons with knowledge, background and experience in the field of nuclear power facilities and
nuclear safety issues In July 1989, when PUC President G Mitchell Wilk announced the initial list of
nine candidates nominated for appointment to the DCISC, he noted that "an independent safety
committee clearly requires members who could demonstrate objectivity and independence. For this
reason, none of the nominees has testified for PG&E or any other party before the PUC or the
Nuclear Regulatory Commission in any proceeding regarding Diablo Canyon”. These restrictions
have applied to all subsequent nominees, who are required to file annual conflict of interest reports
in accordance with California's Fair Political Practices Act and the implementing provisions of the
PUC decision which created the Committee.

Public Outreach, Comment, Information and Communication

The Committee’s public outreach activities include conducting three noticed public meetings in
the San Luis Obispo area each year, pubic tours of Diablo Canyon Power Plant, conducting
advertised informal open houses, meeting with concerned citizens and groups, broadcast of its
public meetings on the local public access television channel and on the internet and responding to
questions and requests for information received by letter, telephone and email. The DCISC
welcomes comment and communication from members of the public and provides an opportunity
for such dialogue during every session of its public meetings. The DCISC provides extensive, publicly
available information concerning the safety of Diablo Canyon operations The office of the DCISC
Legal Counsel also maintains a toll-free within California 800 telephone number as well as the
DCISC website, including a link to the DCISC's email address, to respond to the questions or
requests for information from members of the public On request, the DCISC will consider arranging
a meeting with one or more members of the public and a Committee member. Written comments
or questions may also be directed to the DCISC Members by contacting the office of the DCISC
Legal Counsel Diablo Canyon Independent Safety Committee Office of the Legal Counsel, 857 Cass
Street, Suite D, Monterey, California 93940 (800) 439-4688 (In California) (831) 647-1044 (Outside
California). Worldwide Web Page: www.dcisc.or.g E-mail dcsafety@dcisc org.

Current Committee Members

Robert J Budnitz

On October 10, 2007, Robert J Budnitz, Ph D, was appointed by the California Attorney General
to a term on the Committee expiring June 30, 2010. On April 15, 2010, the Attorney General
announced the reappointment of Dr Budnitz to a second three-year term on the Committee
commencing July 1 2010 through June 30, 2013.

Dr Robert J Budnitz has been involved with nuclear-reactor safety and radioactive-waste safety for
many years. He is on the scientific staff at the University of California’s Lawrence Berkeley National



Laboratory where he works on nuclear power safety and security and radioactive waste
management. From 2002 to 2007 he was at UC’s Lawrence Livermore National Laboratory during
which period he worked on a two-year special assignment (late 2002 to late 2004) in Washington to
assist the Director of DOE’s Office of Civilian Radioactive Waste Management to develop a new
Science & Technology Program. Prior to joining LLNL in 2002 he ran a one-person consulting
practice in Berkeley CA for over two decades. In 1978–1980 he was a senior officer on the staff of
the U S Nuclear Regulatory Commission, serving as Deputy Director and then Director of the NRC
Office of Nuclear Regulatory Research. In this two-year period. Dr Budnitz was responsible for
formulating and guiding the large NRC research program that constituted over $200 million/year at
that time His responsibilities included assuring that all major areas of reactor-safety research,
waste-management research, and fuel-cycle-safety research necessary to serve the mission of NRC
were adequately supported From 1967-1978. he was on the staff of the Lawrence Berkeley National
Laboratory, serving in 1975-1978 as Associate Director of LBL and Head of LBNL's Energy &
Environment Division During this period the programs under he direction were in a large mix of
diverse areas relevant to DOE including energy efficiency, deep-geologic radioactive waste disposal,
solar energy geothermal energy, fusion energy, transportation technology, chemical-engineering
for alternate fuels, environmental instrumentation, air-pollution phenomena and energy policy
analysis. He earned a Ph D in experimental physics from Harvard In 1968.

Peter Lam

On June 3, 2009, Peter Lam Ph D. was appointed by the Chair of the California Energy
Commission (CEC) to a three-year term on the Committee commenting July 1, 2009 through June
30, 2012. On July 12, 2012 the CEC Chair announced Dr. Lam's reappointment to a second three-/ear
term on the Committee commencing July 1, 2012 through June 3,0 2015.

Dr. Peter Lam, Administrative Judge Emeritus of the U S Nuclear Regulatory Commission, is an
international authority on nuclear reactor operating experience and a leading expert on nuclear
reactor safety and risk assessment. Dr Lam is now the principal of EMM International, a consulting
company with a group of experts in the nuclear industry In his 18 years of public service as an
Administrative Judge Dr Lam has presided over numerous public proceedings to decide technical
issues of national and international significance involving the use of nuclear energy and materials
Judge Lam’s jurisdiction covered all 104 nuclear power plants, some 21,000 medical and material
licensees, and nuclear waste storage in the United States The ultimate resolution of these
significant technical issues has contributed to the enhancement of nuclear reactor safety.

Prior to his judicial appointment 18 years ago, Dr. Lam had extensive technical and managerial
experience in the nuclear energy business over a period of 20 years He was a nuclear engineer at
General Electric Company, participating in the design and analysis of BWR advanced fuels. Dr Lam
served as a program manager at Argonne National Laboratory managing the research and
development of advanced fast reactor metal fuels. He was a manager at Science Applications, Inc
and a consultant at NUS Corporation, both major consulting firms in the nuclear industry.

Dr Lam’s responsibilities there involved the management of probabilistic risk assessments of
operating nuclear reactors. He managed a group of technical specialists in the U S Nuclear



Regulatory Commission in the analysis and evaluation of nuclear reactor operating experience. Dr
Lam was also a visiting faculty member at California State University at San Jose, and at George
Washington University.

Dr. Lam has published 71 technical papers and reports in national and international journals and in
proprietary company publications, which focus on major issues in nuclear transport theory, nuclear
reactor fuel design, nuclear reactor operating experience, and nuclear reader safety. Judge Lam has
also issued over 110 published judicial decisions related to some 50 cases of litigations These judicial
decisions resolve a wide range of technical and legal issues regarding nuclear reactor safety,
nuclear waste disposal, and other civilian use of nuclear technology.

Dr. Lam has presented lectures at IAEA international conferences in Austria, Korea, and Spain, on
significant results in comprehensive analyses of nuclear reactor operating experience He has
chaired an IAEA working group to develop a technical treatise for the analysis and evaluation of
operating experience of the world–s nuclear reactors These activities contribute to the
international exchange of important information to improve nuclear reactor safety.

Dr. Lam earned a Ph D and a M S, both in nuclear engineering, from Stanford University in 1971, and
1968, respectively. He earned a B S in mechanical engineering, from Oregon State University in 1967
His 4-year undergraduate study at Oregon State University and his 4-year graduate study at
Stanford University were folly funded by eight consecutive scholarships and fellowships.

Per F. Peterson

On July 9, 2008, California Governor Arnold Schwarzenegger announced the appointment of
Per F Peterson, Ph D. PE. to a three year term on the Committee through June 30, 2011. On March
22, 2012, Governor Edmund G Brown Jr announced Professor Peterson’s reappointment for a term
on the Committee commencing July 1, 2011 through June 30, 2014.

Per F Peterson is the Floyd Professor of Nuclear Engineering at the University of California,
Berkeley. He previously chaired the Nuclear Engineering department from 2000 to 2005 and from
2009 to 2012 and chaired the Energy and Resources Group at U C Berkeley from 1998 to 2000. He
received his B S In Mechanical Engineering at the University of Nevada. Reno, in 1982. After working
at Bechtel on high-level radioactive waste processing from 1982 to 1985, he received a MS degree in
Mechanical Engineering at the University of California Berkeley in 1986 and a Ph D in 1988. He was a
JSPS Fellow at the Tokyo Institute of Technology from 1989 to 1990 and a National Science
Foundation Presidential Young Investigator from 1990 to 1995. He is past chairman of the Thermal
Hydraulics Division (1996–1997) and a Fellow (2002) of the American Nuclear Society,, a recipient of
the Fusion Power Associates Excellence in Fusion Engineering Award (1999). and has served as
editor for three technical journals.

Prof. Peterson's research in the 1990's contributed to foe development of the passive safety
systems used in the GE ESBWR and Westinghouse AP-1000 reactor designs Currently his research
group focuses primarily on heat transfer, fluid mechanics, and regulation and licensing for high
temperature reactors, principally designs that use liquid fluoride salts as coolants He is author of
over 110 archival journal articles and over 120 conference publications on these topics.



On January 29, 2010, US Department of Energy Secretary Dr. Steven Chu appointed Prof Peterson as
a member of the Blue Ribbon Commission on America’s Nuclear Future, established by President
Obama to provide recommendations for recommending solutions to manage the Nation’s spent
fuel and high-level waste. He co-chaired foe BRC’s Reactor and Fuel Cycle Technology
Subcommittee with Senator Pete Domenici. He has served as a member or chair of numerous
advisory committees for the national laboratories and National Research Council. He participated in
the development of the Generation IV Roadmap in 2002 as a member of the Evaluation
Methodology Group, and has co-chaired its Proliferation Resistance and Physical Protection
Working Group since 2002.
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Aging Management

is a program for monitoring and dispositioning materials and components whose characteristics
change with time or use. PG&E defines aging management as “Engineering, operations, and
maintenance activities to control age-related degradation and to mitigate failures of systems,
structures, or components (SSC) that are due to aging mechanisms."

As Low As reasonably Achievable (ALARA)

refers to maintaining offsite radioactive releases and occupational radiation exposures as low as
achievable in a reasonable, cost-effective manner.

Bank

As used in “main bank transformer” or “main transformer bank” references refers to a set of
installed electric transformers.

Benchmarking

is the act of reviewing and evaluating practices at other nuclear plants, which are known for
excellence in a specific area, for incorporation or improvement at one’s plant

Capacity Factor

is the fraction of power actually produced compared to the maximum which could be produced
by operating at full power during a period of time (expressed in percent).

Civil Penalty

is a penalty in the form of a monetary fine levied by the Nuclear Regulatory Commission for a
significant violation of its regulations.

Control Rods

Are long slender metal-clad rods which move into or out-of nuclear fuel assemblies in the reactor
core to control the rate of the nuclear fission process. The rods contain a neutron absorbing
material which, when inserted into the fuel, absorb neutrons, slowing down the fission rate and
thus the heat generation rate and reducing the power level of the reactor.

Cross-cutting Aspect

– a nuclear plant activity that affects most or all of NRC’s safety cornerstones, which include the
plant’s corrective action program, human performance, and “safety-conscious work
environment." A Substantive Cross-cutting Issue refers to a performance deficiency characteristic
that compromises more areas than just the specific situation in which it occurred.

Design Bases



Are the current features and criteria upon which the nuclear plant is designed and are also the
bases for Nuclear Regulatory Commission review and approval.

Diesel Generator (DG)

is a standby source of emergency electrical power needed to power pumps and valves to provide
cooling water to the fuel in the reactor to prevent its overheating and possible melting. The diesel
generator is designed to start up and provide power automatically if normal power is lost.

Emergency Operations Center (EOC)

is the facility away from the immediate vicinity of the plant which is used to direct the operations
for mitigation of and recovery from an accident.

Emergency Preparedness (EP)

is the assurance that the plant and its personnel are practiced and prepared for postulated
emergencies to be able to mitigate them and recover with a minimum of damage and health
effects.

Engineered Safety Features (ESF)

Are the features (systems and equipment) engineered into the plant to mitigate the effects of
anticipated and postulated accidents.

Erosion/Corrosion

is a phenomenon which takes place in carbon steel power plant water systems. The inside metal
pipe will continually corrode due to galvanic action, forming a magnetite coating as erosion (due
to high water velocity and/or changes in flow direction) continually wears away the magnetite
layer, permitting the corrosion layer to reform, etc. The continual combination of effects wears
away and thins the pipe wall.

Escalated Enforcement Action

is action taken by NRC beyond a notice of violation of its requirements for a single severe
violation or recurring violations. Examples include a civil penalty, suspension of operations, and
modification or revocation of a license to operate a nuclear plant.

Final Safety Analysis Report (FSAR)

is the document which describes the plant design, safety analysis, and operations for Nuclear
Regulatory Commission review and approval for licensing for plant operation.

Fitness for Duty (FFD)

describes the state of an employee (cleared to access the nuclear plant) being in sound enough
physical and mental condition to adequately and safely carry out his or her duties without adverse
effects.

High Impact Team (HIT)

is a term denoting a multi-disciplinary or multi-functional team of people put together to focus on
solving a particular problem or perform a particular task. The disciplines included are those
necessary to effectively accomplish the task.



High Level Waste (HLW)

is highly radioactive waste, usually in the form of spent fuel (or fuel which has been discharged
from the reactor as waste) containing a high level (as defined by NRC regulations) of radioactive
fission products. HLW is handled remotely, using water or a thick container as a radiation shield.

Individual Plant Examination (IPE)

is a level 2 Probabilistic Risk Assessment (PRA) analysis of plant accident sequences. The analysis
includes core damage progression through the release of radioactive material to the containment
and the subsequent containment failure but stops short of determining potential impact on the
public or property. The NRC requested all nuclear plants be analyzed in this way to get a better
understanding of severe accident behavior. An IPEEE is an IPE which is initiated by External
Events to the plant.

INPO, the Institute of Nuclear Power Operators

is a nuclear industry group formed after the Three Mile Island accident to help improve nuclear
plant operations through regular assessments of each nuclear plant, evaluations, best practices,
and nuclear operator training accreditation.

ISFSI,

or Independent Spent Fuel Storage Installation, is the term for DCPP’s on-site storage facility for
the dry cask storage of spent nuclear fuel.

Inservice Inspection (ISI) and Inservice Testing (IST)

Are the practices of inspecting and testing certain selected components periodically during their
service lives to determine degradation patterns and to repair, if necessary, any degradation
beyond acceptable limits.

Leg

– with reference to the Hot Leg or Cold Leg refers to piping trains leading to or from the reactor
vessel. The Hot Leg removes heat and the Cold Leg provides cooling water to the vessel and
nuclear core.

Licensee Event Reports (LERs)

Are reports from the plant operator to the Nuclear Regulatory Commission describing off-normal
events or conditions outside established limits at a nuclear plant.

Line Organization refers to the direct reporting supervisory chain in an organization through which
orders and information flow. It is also known as the “chain of command.”

Loss of Offsite Power (LOOP)

is an occurrence whereby the normal supply of electrical power from offsite is interrupted.
Nuclear reactors need power from offsite when shutdown for spent fuel cooling and residual heat
removal. There are usually several sources of offsite power; however, loss of all sources would
result in the automatic start-up of the diesel generators to supply power.

Low Level Waste (LLW)



is waste containing a low level of radioactivity as defined by NRC regulations. LLW is usually in the
form of scrap paper, plastic, tape, tubing, filters, scrap parts, dewatered resins, etc. LLW requires
packaging to prevent the spread of contamination but little radiation shielding.

Maintenance Rule

is the NRC proposed rule which requires that nuclear power plant licensees monitor the
performance or condition, or provide effective preventative maintenance of certain structures,
systems and components against licensee-established goals. The Rule becomes effective July 10,
1996.

Microbiologically-Influenced (or Induced) Corrosion (MIC)

is corrosion, usually in the form of pitting, on steel piping systems containing stagnant or low-
flow water conditions. The corrosion is caused by surface-attached microbe-produced chemicals
which attack the piping surface. Depending on severity, MIC is controlled by mechanical and
chemical cleaning combined with biocides.

Mid-Loop Operation

is an infrequently-used refueling outage procedure in which, after shutdown and a cooling period,
reactor coolant is lowered below the hot and cold legs, permitting work to be performed in a
relatively dry environment. The operation is a relatively high-risk condition due to the potential
for loss of cooling.

Misposition

means a positionable component, such as a valve, placed or left out of the required position for
existing plant conditions when the component’s required position is tracked by a station status
control tool, such as a procedure, drawing, or valve list.

Motor-Operated Valves

Are valves opened or closed by remotely-or locally-operated integral electric motors. The valves
are used in power plant piping systems to divert, block or control the flow of steam or water.

Notification,

formerly known as an “Action Request” or “AR” is a document, which is used to identify and
track resolution of a problem and incorporate it into the Corrective Action Program.

Nuclear Excellence Team (NET)

is a organization of several well-qualified senior people whose mission is “To improve plant
performance through the use of performance-based self-assessments within the NPG (Nuclear
Power Generation) organization." The Team is augmented by at least one other PG&E and one
outside individual with expertise appropriate to the particular investigation.

Nuclear Regulatory Commission (NRC)

is the Federal agency which regulates and licenses the peaceful uses of domestic nuclear and
radioactive applications such as nuclear power plants, experimental nuclear reactors, medical and
industrial radioisotope applications, radioactive waste, etc.

Nuclear Steam Supply System (NSSS)



is the nuclear reactor and its closely associated heat removal systems which produce steam for
the turbine. The NSSS usually includes the nuclear reactor, nuclear fuel, reactor coolant pumps,
pressurizer, steam generators, and connected piping.

Operational Capacity Factor

is the capacity factor as measured between, but not including, refueling outages.

Primary Side and Secondary Side

refer, respectively, to the Reactor Coolant System, which is used to remove heat from the nuclear
reactor and the Main Steam and Feedwater Systems which provide cooling to the Steam
Generators and generate and provide steam to the Turbines.

Probabilistic Risk Assessment (PRA)

is a formal process for quantifying the frequencies and consequences of accidents to predict
public health risk.

Protected Area

is the outermost area of the nuclear plant which is protected by physical means, a security system,
and security force to prevent unauthorized entry (see also Vital Area).

Quality Assurance (QA)

comprises all those planned and systematic actions necessary to provide confidence that a
structure, system or component will perform satisfactorily is service.

Reactor Coolant System (RCS)

is the collection of piping, reactor vessel, steam generators, pumps, pressurizer, and associated
valves which function to circulate water through the reactor to remove heat.

Reactor Oversight Process

is the process by which the NRC monitors and evaluates the performance of commercial nuclear
power plants. Designed to focus on those plant activities that are most important to safety, the
process uses inspection findings and performance indicators to assess each plant’s safety
performance.

***** HYPERLINKS above ? *****

Refueling Outage

is a normal shutdown of a nuclear power unit to permit refueling of the reactor, along with
maintenance, inspections and modifications. Typical DCPP refueling outages occur about every 18
months and last for about two months. The outages are numbered by unit number (1 or 2), “R",
and the consecutive outage number. For example, “1R5" is the fifth refueling outage for Unit 1
since start-up.

Reliability Centered Maintenance (RCM)

is the practice of maintaining equipment on the basis of the logical application of reliability data
and expert knowledge of the equipment, i.e., a systems approach. Normal preventive
maintenance (PM) is performed on the basis of time, i.e., maintenance operations are performed



on a schedule to prevent poor performance or failure.

Residual Heat Removal (RHR)

is the removal of the residual heat generated in the reactor fuel after reactor shutdown to
prevent the fuel overheating and possibly melting. The heat removal is performed by a set of
pumps, piping, valves and heat exchange equipment circulating water by the fuel while the
reactor is shut down.

Safety System Functional Audit and Review (SSFAR)

is an investigation of a single plant safety system from all perspectives such as design basis,
operations, maintenance, engineering, testing, materials, problems and resolutions, quality
control, etc. The review is performed by a multi-functional team and can last several months.

Simulator

is a simulated nuclear power reactor control room with gauges, instruments and controls
connected to a computer. The computer is programmed to behave like a nuclear reactor and
respond to operator actions and commands. The simulator is used in training nuclear operators in
controlling the reactor and responding to simulated transients and accidents.

Single Point Vulnerability (SPV)

is an individual component, which does not have a significant level of component redundancy and
whose failure alone could adversely impact the system or plant performance. DCPP defines a SPV
as “a High-Critical component whose failure results in a plant trip or derate > 2%.

Spent Fuel Pool (SFP)

is an in-plant stainless-steel-lined concrete pool of water into which highly radioactive spent
nuclear fuel is stored when it has been discharged from the reactor. The spent fuel is maintained
in the pool until its ultimate disposal is determined.

Steam Dump Valve

is a device to discharge (dump) steam from the power plant piping to lower its pressure and
reduce the energy in the line. This is done to permit faster shutdowns.

Steam Generator

is a large, vertical, inverted-U-tube-and-shell heat exchanger with hot reactor coolant on its tube
side transferring heat to and boiling the non-nuclear feedwater to form steam on the shell side.
Besides transferring heat, the steam generator is important as a barrier between the nuclear and
non-nuclear coolants.

Surveillance

is the process of testing, inspecting, or calibrating components and systems to assure that the
necessary quality is maintained, operation is within safety limits, and operation will be maintained
within limiting conditions.

Technical Specifications (TS)

Are the rules and limitations by which the plant is operated. They consist of safety limits, limiting



safety system and control settings, limiting conditions for operation, surveillance requirements,
description of important design features, administrative controls, and required periodic and
special notifications and reports.

Technical Support Center (TSC)

is the in-plant facility which directs plant activities in mitigating accidents and minimizing their
effects.

Trains

refers to individual functional lines of system piping, components, or wiring which are usually
independent of other parallel lines, which have the same redundant function.

Trip

(or scram) is the shutting down of the nuclear reactor by inserting control rods which shut down
the nuclear fission process. An automatic trip is initiated by plant monitoring systems when one or
more parameters differ from preset limits. A manual trip is initiated by plant operators in an off-
normal event to prevent preset limits from being exceeded or as a backup to the automatic
system.

Vital Area

is an area inside the plant within the Protected Area which contains equipment vital for safe
operation.



24th Annual Report by the Diablo Canyon Independent Safety Committee, July 1, 2013 - June 30, 2014
Preface | Executive Summary
Volume 1 TOC | Volume 2 TOC | PG&E Response | Contact the DCISC

24th Annual Report, Volume 1, Section 1.2.1, Appointment of Committee Member
Robert J. Budnitz

On October 10, 2007, Robert J. Budnitz, Ph.D., was appointed by California Attorney General
Edmund G. Brown Jr. to a term on the Committee expiring June 30, 2010. On April 15, 2010, Attorney
General Brown announced the reappointment of Dr. Budnitz to a second three year term on the
Committee commencing July 1, 2010 through June 30, 2013. At a regular meeting on June 27, 2013,
the CPUC ratified its President’s selection of Dr. Budnitz as one of two candidates for appointment
by Attorney General Kamala Harris to serve a three-year term on the DCISC.

Dr. Robert J. Budnitz has been involved with nuclear-reactor safety and radioactive-waste safety
for many years. He is on the scientific staff at the University of California's Lawrence Berkeley
National Laboratory, where he works on nuclear power safety and security and radioactive-waste
management. From 2002 to 2007 he was at UC’s Lawrence Livermore National Laboratory, during
which period he worked on a two-year special assignment (late 2002 to late 2004) in Washington to
assist the Director of the Department of Energy’s (DOE’s) Office of Civilian Radioactive Waste
Management to develop a new Science & Technology Program. Prior to joining LLNL in 2002, he ran
a one-person consulting practice in Berkeley CA for over two decades. In 1978–1980, he was a
senior officer on the staff of the U.S. Nuclear Regulatory Commission, serving as Deputy Director
and then Director of the NRC Office of Nuclear Regulatory Research. In this two-year period, Dr.
Budnitz was responsible for formulating and guiding the large NRC research program that
constituted over $200 million/year at that time. His responsibilities included assuring that all major
areas of reactor-safety research, waste-management research, and fuel-cycle-safety research
necessary to serve the mission of NRC were adequately supported. From 1967–1978, he was on the
staff of the Lawrence Berkeley National Laboratory, serving in 1975–1978 as Associate Director of
LBL and Head of LBNL's Energy & Environment Division. During this period, the programs under his
direction were in a large mix of diverse areas relevant to DOE, including energy-efficiency, deep-
geologic radioactive waste disposal, solar energy, geothermal energy, fusion energy, transportation
technology, chemical-engineering for alternate fuels, environmental instrumentation, air-pollution
phenomena, and energy policy analysis. He earned a Ph.D. in experimental physics from Harvard in
1968.
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24th Annual Report, Volume 1, Section 1.2.3, Appointment of Committee Member
Peter Lam

On June 3, 2009, Peter Lam Ph.D. was appointed by Chair Karen Douglas, J.D. of the California
Energy Commission (CEC) to a three year term on the Committee commencing July 1, 2009 through
June 30, 2012. On July 12, 2012, CEC Chair Robert B. Weisenmiller, Ph.D., announced his
reappointment of Dr. Lam to a second three-year term on the Committee commencing July 1, 2012
through June 30, 2015.

Dr. Peter Lam, Administrative Judge Emeritus of the U.S. Nuclear Regulatory Commission, is an
international authority on nuclear reactor operating experience, and a leading expert of nuclear
reactor safety and risk assessment. Dr. Lam is now the principal of EMM International, a consulting
company with a group of experts in the nuclear industry. In his 18 years of public service as an
Administrative Judge, Dr. Lam has presided over numerous public proceedings to decide technical
issues of national and international significance involving the use of nuclear energy and materials.
Judge Lam’s jurisdiction covered all 104 nuclear power plants, some 21,000 medical and material
licensees, and nuclear waste storage in the United States. The ultimate resolution of these
significant technical issues has contributed to the enhancement of nuclear reactor safety.

Prior to his judicial appointment 18 years ago, Dr. Lam had extensive technical and managerial
experience in the nuclear energy business over a period of 20 years. He was a nuclear engineer at
General Electric Company, participating in the design and analysis of BWR advanced fuels. Dr. Lam
served as a program manager at Argonne National Laboratory, managing the research and
development of advanced fast reactor metal fuels. He was a manager at Science Applications, Inc.,
and a consultant at NUS Corporation, both major consulting firms in the nuclear industry. Dr. Lam’s
responsibilities there involved the management of probabilistic risk assessments of operating
nuclear reactors. He managed a group of technical specialists in the U.S. Nuclear Regulatory
Commission in the analysis and evaluation of nuclear reactor operating experience. Dr. Lam was
also a visiting faculty member at California State University at San Jose, and at George Washington
University.

Dr. Lam has published 71 technical papers and reports in national and international journals and in
proprietary company publications, which focus on major issues in nuclear transport theory, nuclear
reactor fuel design, nuclear reactor operating experience, and nuclear reactor safety. Judge Lam
has also issued over 110 published judicial decisions related to some 50 cases of litigation. These
judicial decisions resolve a wide range of technical and legal issues regarding nuclear reactor safety,
nuclear waste disposal, and other civilian use of nuclear technology.

Dr. Lam has presented lectures at the International Atomic Energy Agency (IAEA) international
conferences in Austria, Korea, and Spain, on significant results in comprehensive analyses of



nuclear reactor operating experience. He has chaired an IAEA working group to develop a technical
treatise for the analysis and evaluation of operating experience of the world’s nuclear reactors.
These activities contribute to the international exchange of important information to improve
nuclear reactor safety.

Dr. Lam earned a Ph.D. and a M.S., both in nuclear engineering, from Stanford University in 1971,
and 1968, respectively. He earned a B.S., in mechanical engineering, from Oregon State University
in 1967. His 4-year undergraduate study at Oregon State University and his 4-year graduate study at
Stanford University were fully funded by eight consecutive scholarships and fellowships.

Dr. Lam served as DCISC Chair for this report period, July 1, 2013 – June 30, 2014.
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24th Annual Report, Volume 1, Section 1.2.3, Appointment of Committee Member
Per F. Peterson

On July 9, 2008, California Governor Arnold Schwarzenegger announced the appointment of
Per F. Peterson, Ph.D., PE, to a three year term on the Committee through June 30, 2011. On March
22, 2012, Governor Edmund G. Brown Jr. announced Professor Peterson’s reappointment for a term
on the Committee commencing July 1, 2011 through June 30, 2014. Prof. Peterson previously served
as a Committee member from September 2, 2004, through October 9, 2007. On March 22, 2012,
Governor Edmund G. Brown Jr. reappointed Professor Peterson to a term on the Committee
commencing July 1, 2011 through June 30, 2014. On September 10, 2014, Governor Edmund G. Brown
Jr. announced Professor Peterson’s reappointment to a three-year term on the DCISC expiring on
June 30, 2017.

Per F. Peterson is the Floyd Professor of Nuclear Engineering at the University of California,
Berkeley.  He previously chaired the Nuclear Engineering department from 2000 to 2005 and from
2009 to 2012, and chaired the Energy and Resources Group at U.C. Berkeley from 1998 to 2000. He
received his BS in Mechanical Engineering at the University of Nevada, Reno, in 1982.  After working
at Bechtel on high-level radioactive waste processing from 1982 to 1985, he received a MS degree in
Mechanical Engineering at the University of California, Berkeley in 1986 and a Ph.D. in 1988.  He was
a JSPS Fellow at the Tokyo Institute of Technology from 1989 to 1990 and a National Science
Foundation Presidential Young Investigator from 1990 to 1995.  He is past chairman of the Thermal
Hydraulics Division (1996—1997) and a Fellow (2002) of the American Nuclear Society, a recipient of
the Fusion Power Associates Excellence in Fusion Engineering Award (1999), and has served as
editor for three technical journals.

Prof. Peterson's research in the 1990’s contributed to the development of the passive safety
systems used in the GE ESBWR and Westinghouse AP-1000 reactor designs. Currently his research
group focuses primarily on heat transfer, fluid mechanics, and regulation and licensing for high
temperature reactors, principally designs that use liquid fluoride salts as coolants.  He is author of
over 110 archival journal articles and over 120 conference publications on these topics.

On January 29, 2010, U.S. Department of Energy Secretary Dr. Steven Chu appointed Prof. Peterson
as a member of the Blue Ribbon Commission on America's Nuclear Future, established by President
Obama to provide recommendations for recommending solutions to manage the Nation’s spent
fuel and high-level waste. He co-chaired the BRC’s Reactor and Fuel Cycle Technology
Subcommittee with Senator Pete Domenici.  He has served as a member or chair of numerous
advisory committees for the national laboratories and National Research Council. He participated in
the development of the Generation IV Roadmap in 2002 as a member of the Evaluation
Methodology Group, and has co-chaired its Proliferation Resistance and Physical Protection



Working Group since 2002.

Dr. Peterson served as the DCISC Chair for this report period, July 1, 2013 through June 30, 2014.
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24th Annual Report, Volume 1, Section 4.1 Conduct of Operations

4.1.1 Overview and Previous Activities

The following are operations-related items the DCISC reviewed in the previous reporting
period:

Operator Concerns and Issues

Time Critical Operator Actions

Reactivity Management

Quality Verification (QV) Audit of Operations

The DCISC concluded the following in the previous reporting period:

The Operations Function appeared to be effective. Time Critical Operator Actions and Nuclear
Reactivity were being controlled properly. Some weaknesses in Human Performance had been
identified by the station’s Quality Verification (QV) Group, and similar issues had also been noted
to some degree by QV in other station departments.

4.1.2 Current Period Activities

During the current period, the DCISC had presentations on conduct of operations at four Fact-
finding meetings. The following topics were reviewed:

Low Temperature Overpressure Event

Unplanned Deenergizing of 4kVElectrical Bus G

QV Audit of Chemistry

DCISC Observation of Turbine Building Rounds

Unplanned Reactor Trips

Operator Concerns Update

Operations Performance

Winter 2013–2014 Storm Response

Low Temperature Overpressure Event (Volume II, Exhibit D.1, Section 3.7)

As the reactor is being shut down and the reactor vessel temperature is being reduced, there is a
danger to the vessel if the pressure remains higher than a certain threshold. This is because below a



certain temperature known as the nil ductility temperature the vessel becomes less ductile and thus
is more vulnerable to cracking, but if the pressure is sufficiently low this risk is eliminated. The
purpose of the LTOP is to maintain reactor coolant pressure below the technical specification limit
as the reactor temperature is being reduced as the reactor is being shut down. To accomplish this,
the LTOP activates at a specified temperature to provide pressure relief with a power-operated
relief valve in case of rising pressure, which would be caused by high head pumps that are installed
to inject water into the system under a variety of conditions. DCPP has three high-head pumps for
this purpose. Originally two were centrifugal charging pumps (CCPs) and the third was a positive
displacement pump (PDP). In 2006-7 DCPP replaced the PDP with a CCP.

DCPP Technical Specifications (TS) require LTOP to be operable at and below a specified
temperature and also require that no more than one Centrifugal Charging Pump (CCP) be capable of
injecting into the RCS when LTOP is activated. DCPP actually had two CCPs capable of injection into
the RCS under certain conditions.

In January 2013 the NRC issued an interpretation of this TS for the Wolf Creek Nuclear Station,
which had replaced its PDP like DCPP. The interpretation meant that Wolf Creek and DCPP were
technically out of compliance with the TS, though they met the intent. When discovered, DCPP
immediately issued a procedure change to ensure TS compliance. It also submitted on April 4, 2013
Licensee Event Report 05000-275, “Noncompliance with TS 3.4.12, ‘Low Temperature Overpressure
Protection System due to Human Error.” Corrective actions included revising the affected
procedure, revising the current licensing basis determination procedure, and providing a lessons-
learned discussion to the staff.

The corrective actions appeared satisfactory to the DCISC Fact-finding Team.

DCPP acted promptly with corrective actions and submitted a Licensee Event Report when it
discovered Technical Specification non-compliance on the Low Temperature Overpressure
Protection System. The corrective actions appeared satisfactory.

Unplanned Deenergizing of Unit 2 4kV Vital Bus G During 2R17 (Volume II, Exhibit D.2, Section 3.4)

At the time of this event, Unit 2 was shutdown, and all of its nuclear fuel was removed from the
reactor vessel and transferred to the Spent Fuel Pool. The station actions taken that led to this
event were directed at replacing a failed potential fuse for Unit 2 4kV Vital Bus G. This work required
removal of a fuse block in a circuit that senses undervoltage conditions. Fuse block removal initiates
the undervoltage protective circuitry (even though no undervoltage condition may actually exist). A
Feature Cutout (FCO) switch in that circuitry serves to prevent the undervoltage “signal” from
causing power to be automatically shifted to another bus. Nevertheless, during this event, the FCO
switch was not operated. Therefore, when the fuse block was pulled, a low voltage signal was sent
to the undervoltage protective circuitry causing the normal feeder breaker to Bus G to open, Bus G
deenergized, and signals were sent to start Emergency Diesel Generator (EDG) 2-1 (which started)
and to close the breaker (52HG14) for the backup power source for Bus G. However, this breaker
had been tagged out to allow maintenance on the startup bus, supplied by the 230kV switchyard,



which is the backup source of power for Bus G in the event of a loss of power from the Auxiliary
Transformer. Therefore Bus G remained deenergized. The following equipment relevant to this
event was powered by 4kV Bus G:

CCW Pump 2-2 was not running but serving as a backup to Pump 2-3, which was running and
powered off a different bus

Spent Fuel Pool (SFP) Pump 2-1, which served as a back to Pump 2-2 that was powered from a
different bus. (Pump 2-1 could have been moved to an alternate power source)

Component Cooling Water (CCW) Pump 2-1 was removed from service for maintenance.

The following activities took place over a several day period prior to the event during which
personnel in maintenance, engineering, and operations on several outage shifts interacted with
each other to identify the problem to be solved, determine conditions that were felt to be
appropriate, obtain and provide the required approvals, and verify prerequisite conditions for
conducting this evolution.

At first, the intent was simply to deenergize Bus G to replace the fuse, but that could not be done
because CCW Pump 2-2 needed to stay available as backup to CCW Pump 2-3 because CCW Pump 2-
1 had been removed from service and could not serve as that backup.

In order to remove and replace the fuse in question with Bus G energized, a Feature Cutout (FCO)
switch needed to be placed in “Cutout.” This is because when that fuse was pulled, a signal was
sent that Bus G had deenergized, which then interrupted power to Bus G from its existing supply
(the Auxiliary Transformer) and transferred Bus G to Startup Power (230kV). However, as
mentioned above, Startup Power was unavailable. Therefore, Bus G was deenergized and power
was lost both to CCW Pump 2-2 and to Spent Fuel Pump 2-1 so that they were no longer serving as
safety backups. Also, Diesel Generator 2-1, which would have started upon a loss of power to Bus G,
could not start automatically because it had been placed in manual. Therefore, DCPP Unit 2 was
placed in a condition in which it was not meeting the requirements of its Outage Safety Plan. If the
FCO had been placed in Cutout, Bus G would have remained energized.

The station assembled a Root Cause Evaluation (RCE) Team that produced a 125 page RCE Report.
The Root and Contributing Causes were identified as follows:

RC1: The process for evaluating both the risk of outage emergent work on outage protected
equipment and the potential impacts to the operating unit is not formal and does not include
prerequisites for adequate analysis, review, and approval prior to making a decision to work
on protected equipment.

RC2: Maintenance leadership has not been proactive in its approach to shortfalls in human
performance standards and use, including the failures to consistently perform task previews
and establish clear standards for work order use and adherence.

CC1: The troubleshooting procedure lacks specificity and formality and was implemented



informally.

CC2: Human performance standards such as task previews and pre-job briefs are
implemented in an inconsistent manner across the site.

The RCT developed the following corrective actions to address the above causes:

Provide work order use and adherence standards consistent with that for procedures.

Implement a corrective action plan focused on improving Maintenance behaviors related to
the ownership of human performance standards.

Using the benchmarking information from this RCE, upgrade the troubleshooting procedure
to industry best practice.

Provide all field workers with consistent human performance tool standards that are based
on industry best practices.

However, the DCISC Fact-finding Team notes a conspicuous absence of any reference in the Root
Causes or Contributing Causes to a role that Operations personnel could have played in avoiding
this event. Examples from DCPP’s Root Cause Evaluation (RCE) Report of the event in which
Operations personnel were involved and might have been able to play a role in avoiding the event
are as follows:

Examples from the Executive Summary of the RCE

Initial Action Plan developed on the night of February 27 indicated “Shift Manager would
address any potential impacts to protected equipment.”

During dayshift on February 28, an Operations and Electrical Maintenance meeting resulted in
the decision to move a variety of equipment to alternate buses.

During or after the turnover between day and night Shift Managers the night shift manager
“Proceeded to walk down Bus G, review the prints, and develop an allowance per OP O-36,
‘Protected Equipment Postings’ to work on protected equipment.”

At 2000 “Electrical Maintenance led a pre-job brief with Operations. Operations (i.e.the Shift
Foreman) did not perform a task preview in advance of this brief. When asked by Operations
why the STP M-75G section to open the FCO was N/A’d, Electrical Maintenance responded
that placing the Diesel Generator 2-1 in manual was sufficient for this activity.”

“After a joint walkdown of Bus G by Operations and Electrical Maintenance, Work Package
implementation commenced with Step 1 of the Work Instructions, bypassing the entire work
order Prerequisites, Precautions, and Limitations, including the work order action to ensure
the FCO was opened by Operations.”

Examples from the RCE sequence of Activities and Actions (other than those listed above from the
Executive Summary) where Operations might have been able to play a role in avoiding this event:



02/28/13 0600 “No formal analysis of risk to the operating unit was performed per MA1.DC11
as the organization did not realize the impact on common unit Diesel Generator 0-2 Fuel Oil
Transfer Pump.”

02/28/13 1200 “A decision was made by Operations to move Auxiliary Saltwater, Fuel Handling
Building Ventilation, and the running Spent Fuel Pool Pump to alternate buses during
dayshift. The backup Spent Fuel Pool Pump and Diesel Generator Fuel Oil Transfer Pump 0-2
were left on Bus G. (Note that these loads could have been moved to their alternate power
sources.)”

02/28/13 Dayshift “The Electrical Maintenance Manager incorrectly determined the
troubleshooting level to be ‘B.’ (It was later determined that this trouble shooting plan met
multiple criteria for level ‘A.’ Level ‘A’ represents actual or high potential for adverse impact.
Note that Level ‘A’ additionally requires Operations Manager approval.” (In this case, should
Operations have had some role to perform with regard to determining the appropriate
trouble shooting significance level?)

02/20/13 2000 “The trouble shooting plan was not formally approved by the Shift Manager
(approval was assumed) during this brief nor was the required troubleshooting lead identified
as required by MA1.DC10 (Troubleshooting).”

The loss of power to Unit 2 4kV Bus G during Refueling Outage 2R17 was avoidable and was due to
a number of breakdowns in the planning and conduct of a maintenance activity during a refueling
outage. The impact on Unit 2 was negligible because the Unit was defueled at the time and
because Component Cooling Water and Spent Fuel Pool Cooling remained operable. The station’s
Root Cause Evaluation (RCE) of this event was extensive and thorough. The identified Root and
Contributing Causes are logical. However, although Maintenance inadequacies are clearly cited in
the Root Causes of the evaluation, the significance of Operations’ contributions to this event is not
discussed.

Recommendations:

DCPP should reexamine the significance of the role that Operations personnel
played and could have played to avoid the loss of power to Unit 2 4kV Bus G during
refueling outage 2R17.

Basis for Recommendation:

DCPP’s extensive and thorough Root Cause Evaluation (RCE) of the Loss of Power to
Unit 2 4kV Bus G during refueling outage 2R17 clearly discusses in detail the roles
that both Operations and Maintenance personnel played in planning for the
replacement of Unit 2 Bus G potential fuse UA-2. At the same time, the Root Causes
of the Event as determined by the station focused on the inadequacies of
Maintenance personnel without any mention of Operations. Although Unit 2 was
shut down and defueled at that time, the Operations group nevertheless plays a key
role in Unit status control. It appears that this role, on a par with that of the
Maintenance organization, could have been better exercised throughout the



planning, preparation, and execution phases for this maintenance activity.

QV Audit of Chemistry Program Implementation (Volume II, Exhibit D.2, Section 3.10)

This audit was conducted in accordance with the requirements of 10CFR50 Appendix B and the
Updated Final Safety Analysis Report (UPFSAR) Chapter 17. It also included an examination of the
Non-Radiological Environmental Program. The audit assessed, but was not limited to, the following
areas:

Quality Assurance Program

Conduct of Chemistry Operations

Chemistry Laboratory Practices

Chemistry Data Evaluation and Monitoring

Chemistry Instrumentation

Chemistry Sampling and Controls

Chemical Control

Primary Coolant Sources Outside Containment

The audit team utilized a “vertical slice” method for performing field observations. This method
consisted of observing all aspects of a task from assignment and initial discussion, to qualification
verification, task preparation, task performance, analyses, evaluation and reporting of results, and
handling of records. This afforded the team the opportunity to observe the implementation of plant
standards and expectations as well as the use of Human Performance error reduction tools. Team
members also examined and evaluated the condition of the sampling areas and laboratories during
their observations.

The audit team concluded that the DCPP Chemistry Program satisfied NRC’s regulatory criteria in
10CFR 50 Appendix B and DCPP’s Updated Final Safety Analysis Report Chapter 17. There were no
findings, and nine deficiencies, seven of which were in the non-radiological area. The two
deficiencies in the radiological area pertained to the existence of expired chemicals in the Primary
Chemistry laboratory and to a sampling procedure for Auxiliary Salt Water that lacked
documentation of the need to use a supplemental sampling pump when sample flow is not
available through the normal sampling method.

One area in which significant improvement was noted pertained to the use of the Corrective Action
Program (CAP) by chemistry personnel, including those at the technician level. This included
prompt identification, characterization, and documentation of problems, leading to analysis and
corrective action. The use of the CAP by chemistry personnel had been a deficiency in the 2011 audit
of the Chemistry and Environmental Protection Program Plan. The DCISC agrees that this is an
important performance issue because addressing problems through the Corrective Action process
reduces the likelihood of problems continuing to reappear.



DCPP’s Chemistry Program implementation was favorably assessed by an experienced and well-
staffed team of auditors. There were no findings in the audit, two deficiencies in the radiological
chemistry area, and seven non-radiological deficiencies. Chemistry technicians were recognized
for their increased use of the Corrective Action Program in identifying, documenting, analyzing,
and solving problems. Appropriate management personnel were in attendance at both the pre-
and post-audit conferences.

DCISC Observation of Turbine Building Rounds (Volume II, Exhibit D.4, Section 3.1)

Prior to commencing the turbine building rounds a shift briefing was held to discuss plant status,
planned activities, and industrial safety. The meeting was orderly, and information was shared in a
professional manner. Various worker error prevention techniques were also discussed including the
need to verify that all elements of the work procedure have been completed and verified as such,
and that the workspace has been returned to its former status in order to support plant operation.
Another error prevention tool that was discussed was the STAR (i.e. Stop, Think, Act, and Review)
mnemonic technique for preparing for, conducting, and completing an activity.

While accompanying the Non-licensed Operator on his rounds, the Fact-finding Team noted that
the Turbine Building was clean, well lighted, and orderly, and not as hot as anticipated. Piping was
observed to be well insulated and to have only a few minor steam leaks (which had been identified
and tagged – and therefore entered in DCPP’s work control system). The operator routinely utilized
various techniques for minimizing the likelihood of human error and for maintaining industrial
safety, including precautions to take when entering certain areas, pointing out potential tripping
and head bumping hazards, and instructing the Team members to don gloves prior to climbing
metal ladders. After passing through various fire doors, he ensured that each of those doors was
closed and latched in order to inhibit the propagation of a fire, if one were to originate in an area on
one side of the fire door. These actions helped preserve not only physical safety, but also nuclear
safety.

When taking his readings the Operator used the human error reduction technique of physically
pointing at the component being monitored before entering the reading in order to ensure that the
data were being taken on and recorded for the proper component. When periodically phoning the
Control Room he utilized the expected communication technique of “Three-Way Communication,”
which includes: (1. Speaking the message. 2. Receiving a repeat back of that message from the
recipient. and 3. Acknowledging and affirming the repeat back.) The purpose is to minimize the
likelihood of misunderstandings when communicating information verbally.

The initial shift briefing on plant status and planned activities was well-structured, informative,
and focused on safety. The Turbine Building was clean and well lighted. Piping and equipment
were well insulated, and there were only a small number of steam and water leaks (which had, in
each case, already been identified and tagged). The Turbine Building Operator who escorted the
Fact-finding Team displayed effective Human Performance behaviors pertaining to data
collection, communications, nuclear and industrial safety, and security.



Unplanned Reactor Trips During the Period 2011 Through 2013 (Volume II, Exhibit D.6, Section 3.4)

During the period 2011 through 2013, Unit 2 experienced three unplanned reactor trips and Unit 1
has experienced none. In fact, Unit 1 has not experienced an unplanned automatic Reactor Trip
since June 3, 2002. The first of the Unit 2 trips was in March 2011 in response to an automatic trip of
Main Feed Pump 2-1. The trip of this Main Feed Pump was necessitated by a growing leak from the
gasket of a shell side relief valve of Feedwater Heater 2-1A. The leak had progressed for about three
days during which time Operations was able to reduce the magnitude of the leak. This, however,
lasted only temporarily. As the magnitude increased, and while operators were attempting to
control it, the spray wetted the nearby Main Feed Pump control/annunciator loops causing several
alarms, and the decision was made to manually trip the Unit 2 reactor.

The station conducted an exhaustive Root Cause Evaluation, which examined the various factors
that led to and necessitated a manual trip of the Unit. The primary root cause was that the
procedure used for installing the gasket in the valve that leaked did not provide the appropriate
torqueing requirements when considering the type of gasket material that was installed in the
valve. This created a situation in which a leak was more likely to occur and would be more difficult
to isolate. This issue was also found to pertain to a number of other valves in the plant, and
corrective actions were taken to prevent this situation from recurring. Another corrective action
was to install flange leak spray guards as needed to assure that the spray from flange gasket failures
would be better contained.

The second and third unplanned reactor trips of Unit 2 were of a somewhat similar nature, i.e.
500kV flashovers, but were determined to have different causes. The first occurred in October 2012,
during a light rain, when visible arcing was noted on the Unit 2 A and B Phase Main Bank
Transformer (MBT) Coupling Capacitive Voltage Transformers (CCVTs). Soon afterward, the A phase
MBT CCVT flashed over to ground, causing a single-line-to-ground fault, which in turn caused the
500kV tie-line differential relay to actuate, resulting in a Unit 2 Turbine Trip and Reactor Trip. The
root cause of this trip was eventually determined to be that the insulator’s minimum creepage
distance (i.e. the distance between two conductive parts) was too small and not consistent with
industry codes and standards for the contaminant levels in its operating environment.

The somewhat similar Unit 2 reactor trip occurred in July 2013 during a periodic hot washing of the
500 kV insulators for Unit 2, after having performed the hot wash for Unit 1. These hot washings
have been conducted about every six weeks since about 1996. Their purpose is to remove
contaminants. The root cause of this event was determined to be inadequate controls for oversight
of supplemental PG&E transmission line personnel and for on-line risk analysis that resulted in a
conductive overspray, which induced an external arc around the lightning arrester insulation
resulting in a flashover.

Unit 1 has had an excellent record of avoiding unplanned reactor trips, with its most recent
unplanned automatic trip having occurred on June 3, 2002. All three automatic reactor trips of
Unit 2 that have been experienced between January 1, 2011 and December 31, 2013 were avoidable.
In all three cases the causal analyses and corrective actions to prevent recurrence appeared



reasonable.

Operator Concerns Update (Volume II, Exhibit D.7, Section 3.4)

The DCISC has been interested in a number of operator issues or concerns. The number of routine
union grievances was down – approximately 1/3 the number several years ago. There is a contract
negotiation this year, but no significant items were expected. The selection of candidates for the
operator-license class, a controversial item in prior years, is not an issue now. Additionally, there is a
new class of non-licensed nuclear operators, the NO-9 Class, which provides another level of
advancement and higher pay for those selected. DCPP has implemented its “senior Reactor
Operator (SRO) Success” plan under which screening for SRO candidacy uses a new, improved
aptitude test. Plant Status Control (also known as Plant Component Mispositions) has improved
significantly, e.g., in Outages 2Z18, 1R18, and 1X19 there was only one misposition event. This is
excellent performance. The Operational Focus Index, which has been Green (excellent) for the past
year, is a composite index reflecting overall performance based on values of the following individual
performance indicators: Operational Workarounds, Operator Burden Tasks, Control Room
Deficiencies, Main Annunciators Defeated, Clearances with Tags Hanging, Corrective Critical
Components Backlog, Deficient Critical Components Backlog, Prompt Operability Assessments,
Control Room Notifications, Reactivity Leadership Team Performance, and Steam Leakers.

The Plant Misposition Component Performance Indicator through March 2014 is relatively stable
and the 6-Month Rolling Summation is within its goal.

Operators at DCPP are tested and certified as meeting the industry standard for physical condition
by the plant Medical Officer. Operator “no solos” are operations personnel whose health (e.g., high
blood pressure, heart condition, obesity, diabetes, etc.), as determined by the plant Medical Officer,
prevents them from being allowed to work alone in the plant performing strenuous tasks. The
number of “no solos” has been reduced in recent years:

Year No. of “No Solos”

2001 18

2002 14

2005 10

2007 7

2010 8

2012 5

2014 4

This positive trend shows good performance with respect to operator health.

The DCPP Operational Focus Index tracks the status of various performance items, which can
detract from operator focus and effectiveness. The overall index has been Green since January 2014
which is good performance. There are several areas which need continued attention, notably Main



Annunciators Defeated and Deficient Critical Components Backlog. The DCISC should follow up on
these two items.

DCPP operator issues are minimal. There is apparently good cooperation between represented
operators and management; and operator performance measures, such as Plant Status Control
and the Operational Focus Index, a measure of operator distractions, are positive.

Operations Performance (Volume II, Exhibit D.8, Section 3.1)

The Operations Block and Tackle Action Plan was noted to have been completed. It consisted of the
following elements:

Power Plant Leak Management

Emergency Plan Drill and Exercise Performance

Plant Status Control

Inconsistencies in Crew Performance

Reactivity Management

Missed Surveillances

Individuals who have mispositioned components have received additional instruction and feedback,
and some workers have been periodically observed for up to a month as part of this process.
Aggressive efforts are continuing with regard to the training and qualification of additional licensed
and senior licensed operators

The Human Error Rate indicator for DCPP’s Operations Group was rated as Red (unsatisfactory) for
the rolling 12 month averages for each month of the last quarter of 2013, and this was influenced by
an operator unintentionally damaging a diesel fuel oil line on Emergency Diesel Generator 1-3, which
was considered to be a “station level event.”

Reactivity Management performance was rated as Green (Good) for Unit 1 in every month during
2013; and, with the exceptions of July and August, Unit 2’s performance in this area was also Green.
In July 2013, Unit 2 experienced a reactor trip due to a flashover during a hot washing of the 500kV
insulators. This hot washing was performed by PG&E transmission system personnel after having
performed a similar activity on Unit 1. These hot washing events have been carefully examined by
DCPP.

In August 2013, the primary reason for Unit 2 not having a Green rating was that the unit
experienced a Rod Control Urgent Failure Alarm during a quarterly control rod operability test when
Control Rod Groups 1 and 2 in Bank A were slightly out of their expected positions. However, all
Unit 2 rods could have been tripped to shut down the reactor, if needed. The deficient components
were shipped to the vendor where they were tested for seven days. No further failures were
experienced, and the cause was an intermittent subcomponent failure.



The station also reports and tracks a variety of indicators that comprise an overall Operational
Focus Index. All eleven individual indicators and the overall composite indicator are reported and
graded on a weekly basis over the preceding three months with a grading system of Green (Good),
Yellow (Needs Improvement), and Red (Unsatisfactory). The Composite Indicator was rated Green
for every week except one (the week of 12/21/13) for the thirteen weeks prior to January 6, 2014. All
individual indicators except three were Green in all but a very few of the weeks during this same
period. The three indicators needing improvement were Operator Burdens, Deficient Critical
Components Backlog, and Operator Workarounds (Workarounds are similar to Operator Burdens,
but are related to conditions that cause Operators to need to do something additional if the plant
were to be in an abnormal condition.)

The past year has been the first in at least four or five years during which the Operations
Department has not been engaged in a specific, significant Action Plan that concentrates on an area
or areas of Operations Department performance in need of substantial improvement. The
department appears to be in a mode where identified issues are being approached and corrected as
part of the normal course of business.

The current focus of the Operations Department appears to be on addressing emerging problems
tied to station performance during the normal course of business rather than developing
additional programs and processes that have finite life spans. Human error rate appears to be an
area of continuing focus. Additional efforts also need to be devoted to reducing operator burdens
and workarounds as well the backlog of deficient critical components, and this requires the
involvement of other station work groups besides Operations. Efforts devoted to minimizing
department level events during refueling operations have achieved commendable results.

Winter 2013–2014 Storm Response  (Volume II, Exhibit D.8, Section 3.2)

DCPP needed to ramp down only once during the past winter, and this was due to the impact of
storm swells. This was during refueling outage 1R18 (February 2014), when Unit 2 was ramped down
to 28% power for about 18 hours (Unit 1 had already been shut down for the refueling outage). The
situation was uneventful beyond the controlled downpower ramp itself and the subsequent return
to power.

Recent DCPP improvements have mitigated the consequences of storm swells as well as of
intrusions of salp and jellyfish on plant operation.. These improvements include:

Rebuilding, upgrading, or replacement of traveling screens for both units, as needed during
recent outages (this included strengthening the screens with an improved design)

Replacement of screen wash pumps and motors

Improvements in coordinating the efforts of various plant groups (including Operations,
Maintenance, and Engineering) that are directed at preparing for and responding to ocean
conditions that could result in clogging the intake screens.



Another one of these improvements is the installation of a “bubble curtain” that has been
demonstrated with varying degrees of success within the electric power industry to reduce the
impact of masses of fish, jellyfish, and/or salp and on cooling water intakes. Salps are small,
gelatinous sea creatures resembling small jellyfish. Their dwelling places include areas along the
California coast, including the area in the vicinity of DCPP. In April 2012 DCPP’s Unit 2 was forced to
shut down for several days due to a large salp intrusion (Unit 1 was shut down at the time for a
normal refueling outage). The “bubble curtain” that DCPP has installed since then is created by
pumping air through a diffuser to create a continuous, dense curtain of bubbles. Salp and jellyfish
that approach the bubble curtain are carried upward by the bubbles and then back out into the
intake cove by the water that is carried up by the bubbles, which prevents these creatures from
reaching the intake. Since the installation of the “bubble curtain” DCPP has not needed to shut
down or reduce power as a result of a salp intrusion.

DCPP’s winter 2013–2014 storm experience was moderate with respect to its impact on intake
equipment, resulting in a single rampdown of Unit 2 to 28% power for about 18 hours. Substantial
improvements have been made, such as to traveling screens and screen wash pumps at the plant
intake, particularly the addition of a new “bubble curtain” system, which can be expected to
improve the reliability of the cooling water system and the electric generating plant.

4.1.3 Conclusions and Recommendations

Conclusions:

DCPP acted promptly with corrective actions and submitted a Licensee Event
Report when it discovered Technical Specification non-compliance on the Low
Temperature Overpressure Protection System. The Turbine Building Operator who
escorted the DCISC Team displayed effective Human Performance behaviors. The
Turbine Building was clean and well lighted. Piping and equipment were well
insulated, and there were only a small number of steam and water leaks, and these
had already been identified. DCPP operator issues are minimal. There is apparently
good cooperation between represented operators and management; and operator
performance measures, such as Plant Status Control and the Operational Focus
Index, a measure of operator distractions, are positive. The current focus of the
Operations Department appears to be on addressing emerging problems tied to
station performance during the normal course of business rather than developing
additional programs and processes that have finite life spans. Human error rate
appears to be an area of continuing focus. Additional efforts also need to be
devoted to reducing operator burdens and workarounds as well the backlog of
deficient critical components, and this requires the involvement of other station
work groups besides Operations. Efforts devoted to minimizing department level
events during refueling operations have achieved commendable results. DCPP’s
winter 2013–2014 storm experience was moderate. Substantial improvements
have been made to reduce the impact of storms and salp entrainment, including the
addition of a new “bubble curtain” system. Plant operators and licensing personnel



acted quickly when a Low Temperature Overpressure situation was out of
Technical Specifications bounds. Root causes and corrective actions appeared
appropriate to prevent recurrence of the three Unit 2 reactor trips cause by
transformer electrical events. The Chemistry Program audit showed good
performance, and Operators acted appropriately in responding to three Unit 2
unplanned reactor trips. The loss of power to Unit 2 4kV Bus G during Refueling
Outage 2R17 was avoidable and was due to a number of breakdowns in the
planning and conduct of a maintenance activity during a refueling outage.

Recommendation:

DCPP should reexamine the significance of the role that Operations personnel
played and could have played to avoid the loss of power to Unit 2 4kV Bus G during
refueling outage 2R17.

Basis for Recommendation:

DCPP’s extensive and thorough Root Cause Evaluation (RCE) of the Loss of Power to
Unit 2 4kV Bus G during refueling outage 2R17 clearly discusses in detail the roles
that both Operations and Maintenance personnel played in planning for the
replacement of Unit 2 Bus G potential fuse UA-2. At the same time, the Root Causes
of the Event as determined by the station focused on the inadequacies of
Maintenance personnel without any mention of Operations. Although Unit 2 was
shut down and defueled at that time, the Operations group nevertheless plays a key
role in Unit status control. It appears that this role, on a par with that of the
Maintenance organization, could have been better exercised throughout the
planning, preparation, and execution phases for this maintenance activity.
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24th Annual Report, Volume 1, Section 4.2 Conduct of Maintenance

4.2.1 Overview and Previous Activities

The following are maintenance-related items the DCISC reviewed in the previous reporting
period:

Maintenance Department Performance

The DCISC concluded the following in the previous reporting period:

Actions taken to reduce the number of adverse events due to maintenance were nearing
completion. Maintenance performance indicators appeared to be improving. Actions were being
taken to maintain a well-staffed and trained maintenance workforce and to communicate more
openly and effectively with worker level personnel.

4.2.2 Current Period Activities

During the current period, the DCISC had a presentation on conduct of maintenance at one
Fact-finding meeting. The following topic was reviewed:

On-Line Maintenance (OLM) Program

Troubleshooting

On-Line Maintenance (OLM) Program (Volume II, Exhibit D.3, Section 3.3)

The DCISC has been following OLM for a number of years as DCPP has been engaged in replacing its
computerized ORAM (Outage Risk Analysis – Maintenance) program, a qualitative on-line risk
assessment program with Safety Monitor, a quantitative computer program for on-line risk
assessment. Safety Monitor is now fully functional and is widely used in the plant. About 20 to 25
people develop information that is input into Safety Monitor, and an even larger number are users
of the output. Components scheduled to be taken out of service are input into the program, along
with the desired time period during which the work is intended to be performed. The main benefit
of Safety Monitor is that it not only provides an indication of risk (i.e. reactor core damage
frequency) presented by taking specific equipment out of service, it also calculates the core
damage frequency resulting from removing a number of different pieces of equipment at the same
time. The computer program displays the aggregate risk presented by the postulated work plan.
This calculated risk is also displayed in a color context of Green, Yellow, Orange, or Red, with Red
being the greatest risk. Using this information, work planners are able to schedule equipment
outages at times that will control risk to desired levels by keeping the individual and aggregate risks
in the Green band.



The level of DCPP’s use of OLM has not changed significantly since the last DCISC review in January
2012; however, its use of risk assessment had been expanded substantially in February 2012 with the
formation of the DCPP Integrated Risk Management Team. DCPP uses two procedures to determine
Maintenance risk:

Procedure AD7.DC6, “On-Line Maintenance Risk Management”

Procedure MA1.DC11, “Assessment of Maintenance Risk”

On-Line Maintenance Risk Management

DCPP uses a 12-week rolling maintenance outage window (MOW) for its pre-planned maintenance
OLM. By knowing which equipment is to be taken out of service 12 weeks ahead of time, DCPP can
determine the relative risk of core damage. DCPP has rules on what levels of risk are acceptable
during maintenance work windows. Risk is minimized by the following rules:

Performing only those maintenance items on-line required to maintain the reliability of the
component.

Limiting the number of at-power MOWs in an operating cycle.

Minimizing the total number of items out-of-service (OOS) at the same time.

Minimizing the risk of initiating plant transients, which could affect safety systems.

Avoiding higher risk combinations of items OOS by using Probabilistic Risk Assessment (PRA)
insights.

Risk assessment includes both internal and external factors as follows:

Internal Risk Examples

Fire

Flooding

High and medium energy pipe breaks

External Risk Examples

Risks Affecting off-site power

Peak power demand

Fires threatening power lines

Severe storms

Trip risks

High ocean swells



Lightning strikes

Seismic and tsunami risks

Unusual ocean conditions (e.g., jellyfish--entrainment)

Assessment of Maintenance Risk

Whereas the above OLM Risk Management is focused on nuclear safety for on-line maintenance,
DCPP performs integrated risk management associates with all sensitive work activities for all
modes of operation, including outages and for the following types of risk:

Industrial Safety

Nuclear Safety

Radiological Safety

Chemistry and Environmental Safety

Regulatory Compliance

Security

Maintenance risk in the above areas is overseen by the newly created Integrated Risk Review Team
(IRRT), which is composed of individuals from each of the listed functions. The IRRT meets weekly
to screen and review new types of work and recurring work where the scope has changed.
Recurring work has been pre-screened by risk factor in the procedure as follows, including actions
required to accommodate the risk level:

Low Risk

No additional actions required – follow station policies and procedures

Medium Risk

Follow station policies and procedures

Perform and document a look-ahead analysis

High Risk

Follow station policies and procedures

Perform and document a Rick Management Plan

Obtain review and approval from all department involved

Prepare risk briefing materials and management oversight

Obtain approval from the Risk Management Challenge Board

Hold and document a post-job critique



Very High Risk

Implement the actions above for Medium and High Risk work

Perform contingency planning

Obtain review and approval from a Readiness Review Board (chaired by a Director)

Hold and document a post-job critique

Specific criteria are provided in the procedure are specific examples in each category. Work items
not included in the pre-screened list are reviewed with a “Probability of Occurrence and
Consequence Evaluation” worksheet. The DCISC FFT reviewed the two following three worksheets
and found them acceptable:

1. Unit-1 STP M-21A Functional Test Main Turbine Trip

2. Starting the DC Lube Oil Backup Pump/Bumping the Turbine Trip Block Lever

3. Unit 2 Functional Test – Main Turbine Trip

The risk management process uses the following phases:

1. Phase 1: Risk Classification

2. Phase 2: Assess the Risk

3. Phase 3: Prevent and Mitigate the Risk

4. Phase 4: Implementation of Work

Processes are also included for the following types of work:

1. Recurring Task Risk Evaluation

2. On-line Emergent Work Risk Assessment

3. Outage Emergent Work Risk Assessment

4. Performing Work on Protected Equipment

5. Entering a Protected Area to Perform Nonintrusive Work

Program Health for both Programs was Green (Good).

Troubleshooting

DCPP has a new interdepartmental procedure, which more clearly defines Maintenance as the
Troubleshooting Owner with Engineering as support. A formal lead is now to be identified for each
troubleshooting activity. The new procedure also now ties into the DCPP Risk Procedure,
“Assessment of Integrated Risk,” which establishes the process for integrated risk management
associated with work activities performed on or around power plant equipment during Modes 1



through 6 and No-Mode (defueled), and during any work in an outage that could affect the
operating unit. This procedure provides direction on identifying and classifying risk in the following
areas:

Industrial Safety

Nuclear Safety

Radiological Safety

Chemistry and Environmental Safety

Regulatory Compliance and Plant Operation

Security

The risk assessment procedure appeared comprehensive and easy to implement with many specific
examples of risk-significant activities and configurations. The overall effect is to determine, with
Operations input, the risk of the problem to be addressed and to direct one to the appropriate of
three levels of troubleshooting for that problem.

The procedure directs that Troubleshooting Plans be put into the DCPP Work Planning Process that
generates Work Orders, which are reviewed by Operations. Then once the problem has been
identified, a new Work Order is initiated to accomplish the repairs. The plant believes that using the
Work Planning Process will add better structure to troubleshooting investigations and repairs.

Engineering will soon add their evaluation tools to the procedure as a final step. These tools include
Causal Analysis, Fishbone Analysis, Pareto Analysis, etc.

The DCPP Troubleshooting Process continues to improve now with Maintenance clearly the lead
organization (and Engineering in support), controlled by the Work Planning Process, and
incorporating risk assessment both to determine the level of troubleshooting and to inform
applicable personnel about the relative risk involved.

4.2.3 Conclusions and Recommendations:

Conclusions

DCPP On-Line Maintenance Risk Management and Integrated Maintenance Risk
Management appeared to be strong processes in determining and controlling the
risk of maintenance work involving removing equipment from service to perform
maintenance on and in working on or near sensitive equipment. Program health
was Green (good). DCPP troubleshooting has taken a positive step forward with a
new, improved procedure, which more clearly specified responsibilities and
process steps.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.3, Engineering Programs

4.3.1 Overview and Previous Activities

The following are engineering-related items the DCISC reviewed in the previous reporting period:

Boric Acid Corrosion Control Program

Environmental Qualification Program

Licensing Basis Verification Program

Engineering Design Quality

Configuration Management

The DCISC concluded the following in the previous reporting period:

Overall, DCPP’s engineering program continued to be strong. DCPP’s Boric Acid Corrosion Control (BACC)
Program appeared to be effective in identifying, documenting, and repairing components leaking boric acid.
The DCPP Environmental Qualification (EQ) program appeared to be healthy. No significant EQ problems were
noted. Considerable progress was made in the DCPP Licensing Basis Verification Project regarding the various
Licensing Basis Reviews conducted since the end of 2011. Engineering design quality was affected to some
extent during Outage 1R17 by issues pertaining to three plant modifications. Station performance in the area of
Configuration Management, which was acceptable, appeared to have been influenced by design quality and the
number of temporary modifications installed in the plant.

4.3.2 Current Period Activities

During the current period, the DCISC had presentations on engineering programs at three Fact-finding meetings.
The following topics were reviewed:

Design Quality

Boric Acid Corrosion Control Program

Air Operated Valve Program

DCPP Response to New Pressurized Thermal Shock Rule

Licensing Basis Verification Project

Buried Tanks and Piping Program

Flow Accelerated Corrosion Program

Design Quality (Volume II, Exhibit D.1, Section 3.3 and Exhibit D.9, Section 3.2)

The Design Quality issue is about erroneous designs released for construction. During Refueling Outage 1R17,
there were major modification designs released for implementation which had errors. The reason for the error
determination was the large number of Field Changes required for the modifications to be implemented. Three
design packages were issued incomplete (“managed exceptions”) due to vendor issues and late scope additions,



counting on the Field Change Process (FCP) to add information to complete the packages; however, the FCP did
not include the same discipline and rigor as the full Design Change Process (DCP). Approximately one-third of the
FCPs were required due to design errors. Adding to the problem was the fact that each of these designs was
begun late and performed on a compressed time schedule. The most significant modifications were:

Polar Crane Upgrade Modifications

Acid/Caustic Replacement Skid Replacement

Plant Process Control System 7100 Upgrade

DCPP had investigated the design quality problems and developed a plan of corrective action, which included, in
addition to tighter controls of Field Changes, improved project communications, augmented pre-release design
reviews, and additional training of engineers on the design change process. A Root Cause Evaluation (RCE)
identified the root cause as “ … the organization failing to recognize the risk and complexity of this first-time PCS
project, and therefore not assuring that an adequate organizational structure and project oversight were in place
(i.e., did not designate it as a strategic project or Engineering major project). This ultimately created an
environment that promulgated a human error-likely environment.” More specifically, the RCE team determined
that the environment consisted of poor communication, lack of engineering leadership, too much reliance on
vendor designs, time pressure, and distractions.

Seven Corrective Actions to Prevent Recurrence (CAPRs) were as follows:

Root Cause CAPR:

1. Provide better guidance to the Project Review Committee for highlighting significant, first-time, complex,
high-risk projects (addresses root cause)

Contributing Cause CAPRs:

2. Provide tighter review and control of vendor/contractor designs

3. Provide improved documentation of vendor reviews and checklists

4. Add requirements to more effectively address whether vendor and DCPP designs are in compliance with
DCPP licensing and design bases

5. Update the pre-job checklist to better characterize and utilize Technical Human Performance Error
Reduction Tools

6. Reinforce management expectations for use of human performance tools

7. Review Outage 1R18 designs for applicability to the above new criteria

All corrective actions had been completed and effectiveness reviews were currently being performed. DCPP is
performing an effectiveness evaluation of the RCE and its CAPRs by means of its current Design Change Program
(DCP) Metric in its monthly Plant Performance Improvement Report (PPIR). Inputs to this metric are the graded
quality of Revision 0 (original) design issues, number and causes of in-process field changes, and the final post-
installation design grade (Revision Z). DCPP characterizes the current Composite Design Quality Metric as White,
which it has been for the past three months, improving from Yellow in March 2013. The effectiveness of the
CAPRs in this RCE will not be fully realized until the conclusion of Outage 1R18. The DCISC should follow up at the
completion of the CAPRs and following the effectiveness evaluation after Outage 1R18 (February-March 2014).

The Design Change Program Metric Chart showed improvement in each of the following parameters:



Field Changes (Green)

Post Rev. 0 (Green)

Rev. Z (Red)

Composite (White)

The Rev. Z metric is a measure of the quality of the final, released designs; it’s the Design Quality. It is the result of
scores obtained at each project’s post-implementation meeting. Design Quality (blue line in the chart) was Red
due to low scores incurred on seven of 29 projects. Of the 29 projects, one was Red, two were Yellow, and four
were White.

The DCPP Design Change Program Implementation Metric Chart showed the program is White, satisfactory.
Some design errors continue to happen; however, they have been dealt with appropriately. The DCISC should
review the design change effectiveness evaluation in a fact-finding meeting in July 2014 or later.

Boric Acid Corrosion Control Program (Volume II, Exhibit D.8, Section 3.6)

DCPP, like other nuclear power plants, uses boric acid in the Reactor Coolant System for long-term, slow
reactivity control along with the fast-acting control rods. Boron absorbs neutrons, and as the reactivity in the
nuclear fuel drops due to burn up, the concentration of boron in the coolant is reduced.

The DCPP In-Service Inspection (ISI) Group is responsible overall for the BACC Program. The program procedure
provides instruction for documenting and evaluating boric acid leaks and any material damage. When leaks do
develop they can be visually identified by the boric acid crystals coating the leak area. Leaks are classified as either
Active or Inactive Boric Acid Leaks, depending on their characteristics. All leaks are included on the DCPP Boric
Acid Leaker List.



The procedure calls for a Boric Acid Review Team (BART), which is made up of representatives from many station
functions, to review new boric acid leaks and indications in order to resolve those that can’t be easily corrected.
Minor leaks may be corrected by tightening or re-torquing fasteners, adjusting valve packing, or repacking leaking
valves. Long-term corrective actions include upgrading valve packing materials and loading configurations,
gasket replacement, protective coatings and cladding to impede boric acid attack, material changes to replace
low carbon steel with corrosion-resistant materials, or design modifications.

The overall Program Health of this program was rated White, i.e. Needs Improvement. This rating is driven by the
number of boric acid leaks in both units, which are reported and trended in DCPP’s Plant Performance
Improvement Report (PPIR). The most recent PPIR (March 2014) available to the Fact-finding Team indicated a
higher than desired number of Boric Acid Leaks as follows:

Active LK3 Total Low Level

Actual Goal Actual Goal Unsat Actual Goal Unsat

Unit 1 6 0 49 ≤ 50 > 60 208 ≤ 200 > 300

Unit 2 6 0 47 ≤ 50 > 60 319 ≤ 200 > 300

Notes on above data:

“Active” leaks are the most significant and exhibit visual evidence of wetness. Each Unit had 2 Active Leaks
inside its Containment Building, as part of the total Active leaks tabulated above.

“LK3s” are discolored, which requires a corrosion evaluation. The LK3s are included with other less
significant leads in the “Total Low Level Leaks” tabulated above.

The reason for the difference in Total Leaks between Units 1 and 2 is that about 100 leaks were repaired in Unit 1
during the recent Refueling Outage 1R18 (February/March 2014). Also, the Boric Acid Corrosion Control Program
Health Report noted that after Refueling Outage 2R17 (February/March, 2013), the station “revitalized” its
Maintenance Fluid Leak Management Program, which has contributed to a reduction in total leaks.

A review of the station’s performance over the past five years with respect to repairing boric acid leaks revealed
that the total number of leakers per unit was often in the range of 300 to 350 leakers per unit, with a unit’s total
occasionally exceeding 400, and rarely dropping to 250 or below. Therefore, the reduction in Unit 1’s total leakers
to near 200 during Refueling Outage 1R18 represents a significant decrease in the number of leakers compared to
past performance.

The Boric Acid Control Program’s current rating of “Needs Improvement,” is driven by the number of identified
minor boric acid leaks in need of repair. Progress was made in this regard, during the most recent refueling
outage, 1R18, especially when compared to historical trends, but more effort is needed and is planned.

Air Operated Valve (AOV) Program Update (Volume II, Exhibit D.1, Section 3.9)

The purpose of the program is to test and maintain AOVs to assure their air operators will be able to operate the
valves as desired under expected system conditions. The program was developed in the mid-1990s as part of an
industry effort in response to NRC concerns about the operability of AOVs. An industry Joint Owner’’ Group (JOG)
was formed in the late 1990s. The DCPP AOV Program categorizes AOVs into the following four categories:

Category 1 – safety or non-safety-related valves with an active safety function and high safety significance
(58 AOVs).



Category 2 – active safety-related AOVs, which do not have high safety significance (322 AOVs).

Category 3 – AOVs outside Categories 1 and 2, which affect plant, efficiency and megawatt capacity, or
whose maintenance history indicates the need for increased surveillance.

Category 4 – any remaining AOVs not included in the above three categories.

There are approximately 1900 valves/operators in the program with 96 high priority valves tested each outage.
The AOV Program Team determines which AOVs are assigned to each category. For each AOV a design basis
reconstitution is performed to determine operational parameters, which are used as the basis for test acceptance
criteria. Additionally, valve capability and operator sizing calculations are performed to assure that the
valve/operator combination is acceptable for its specific application. Baseline, periodic, and post-maintenance
testing are performed on each AOV depending on its category. Records and trends are maintained for each AOV.
Any problems are documented and tracked on an Action Request in the Corrective Action Program. AOVs are
tested in one or more of the following ways:

Loop Test

Actuator Leak Test

Seat Leak Test

External Leak Test

Stroke Time Test

Diagnostic Tests (Viper)

Overall AOV Program health is White. Program health measures for the AOV Program are as follows for the four
program cornerstones:

Personnel Cornerstone Yellow due to the limited qualification and experience of the new program
owner. She will be fully qualified in May 2015 after three years’ experience. The
Backup Program Owner is fully qualified.

Infrastructure Cornerstone Green, though there are foreseeable issues requiring significant resources in
the next two-to-three years not included in the plan. The strategic plan for
2013 – 2017 has just been completed but needs management approval.

Implementation Cornerstone Green – overall, the AOV Program for Outage 2R17 was successful.

Equipment Cornerstone White because Life Cycle Plan needs to address current equipment aging/
obsolescence concerns. The Life Cycle Plan is scheduled to be completed in
late 2014.

The following AOV issues were being worked:

1. Contromatics and Bettis actuators are experiencing obsolescence problems in spare parts availability. The
Program Owner is considering replacing the valves and actuators rather than replacing the actuators.

2. Teflon packing is being considered for reducing valve stem loads and is being reviewed by Mechanical
Engineering.

3. Several AOVs are not controlling well, and action plans are being developed.

Green health is expected by May 2015.

DCPP’s Air Operated Valve Program appears satisfactory, and the Program Owner, although new, appears



knowledgeable and pro-active.

DCPP Response to New Pressurized Thermal Shock Rule (Volume II, Exhibit D.2, Section 3.1)

Pressurized Thermal Shock (PTS) is a concern for pressurized water reactors due to its potential to rupture the
Reactor Vessel as a nuclear plant ages and neutron impingement hardens or embrittles the Reactor Vessel. If the
vessel, which normally operates at approximately 600 degrees F and 2200 pounds per square inch of pressure
(psi), were to experience a cold-water shock from inadvertently injecting cold water into the vessel while at
operating pressure, it is possible that existing cracks in the vessel could rapidly enlarge, resulting in a vessel
rupture. Such a rupture could make it difficult to safely shut down the reactor and/or to maintain core cooling.
This phenomenon is a concern only for vessels embrittled by years of high-energy neutron flux. Nuclear plants are
designed and analyzed to be able to be able to withstand such a shock without damage during their operating
lives.

In January 2010 the Nuclear Regulatory Commission (NRC) approved a final rule to provide alternate requirements
for protection against pressurized thermal shock events in nuclear power plant reactor vessels. The NRC indicated
that the rule, “Part 61a of Title 10, Code of Federal Regulations,” increases the realism of calculations used to
examine a Pressurized Water Reactor’s (PWR) susceptibility to PTS. Plants like DCPP can choose whether to abide
by the new rule or the earlier rule, known as““Part 61.” Updated analysis methods allow PWR licensees to better
account for some effects of aging on their reactor vessels.

The NRC’s announcement regarding this rule noted that the revised approach was derived using data from
research on currently operating PWRs. This research was in three different areas: (1) the types of scenarios, and
the likelihood of such scenarios that might lead to PTS, (2) the thermal and thermal hydraulic conditions that that
would occur during the various scenarios, and (3) the metallurgical properties of the vessels and welds and of
their responses to PTS types of events. Also noted was that the data indicate the overall risk of PTS-induced
reactor vessel failure after 60 years of operation is much lower than previously estimated. If licensees choose to
adopt the new approach, the rule requires PWR operators to perform detailed analyses of both reactor vessel
surveillance data and the results of regular reactor vessel inspections. If the analyses’ findings exceed certain
limits, the operator must take steps either to limit the reactor vessel’s exposure to neutron radiation or to
determine how the reactor’s systems can be modified to prevent PTS-induced vessel failure. DCPP has chosen to
address PTS by abiding by the old rule as well as the new rule.

Every operating reactor uses a set of small metallic specimens (called coupons) placed inside the vessel, that can
be removed for testing after predefined periods to determine how radiation damage affects the metal in the
vessel itself. These metallic coupons are made from the exact same material as the vessel itself. The DCISC has
been inquiring whether the plant does in fact have enough coupons to provide high assurance about vessel
radiation damage for use over an extended operating life.

DCPP possesses enough metallic coupons, either in the reactor itself or already removed and in the spent-fuel
pool, to support the plant’s need to determine the capability of the reactor vessel to withstand the effects of
pressurized thermal shock out to the full 40-year lifetime of the plant, as well as the proposed 20-year extension,
if NRC grants a license extension. These specimens have metallic content that is identical to the areas of interest
in the reactor vessel because the specimens were extracted from the same batch of metal that was used to
fabricate the various segments of the particular vessel. He also noted that DCPP is able to rely for additional
backup information on tests conducted on specimens from another nuclear plant because the reactor vessel at
that plant, and the accompanying metallic specimens, were fabricated from the same batch of metal as was the
reactor vessel at DCPP. He explained further that DCPP’s two reactor vessels are slightly different in composition.
Hence, they have slightly different metallic properties, slightly different susceptibilities to PTS, and different



specimens for testing.

Several coupons that have been removed have already received the equivalent of 55 Effective Full Power Years,
which replicates 60 calendar years of plant operation because the units do not run continuously at full power
throughout their lifetimes but rather shut down periodically for refueling and maintenance. These specimens are
subjected to a testing process that verifies their ability to withstand the forces of PTS. The test used to determine
fracture toughness is the well-known and standardized “Charpy V-Notch” test.

It appears that DCPP has a well-structured, ongoing program of testing material specimens that have been
placed inside its reactor vessels to address the metal hardening issues related to both the old and new NRC rules
on Pressurized Thermal Shock (PTS). Both reactor vessels have sufficient specimens to demonstrate the
capability of each reactor vessel to withstand the effects of PTS through their 40-year licensed lifetimes as well
as the proposed 20-year extensions.

Licensing Basis Verification Project (LBVP) Update (Volume II, Exhibit D.4, Section 3.3)

The DCISC has been following the LBVP for a number of years. The stated objective of the DCPP LBVP is the
following:

The LBVP will improve DCPP regulatory performance by revalidating and correcting any and all
deficiencies in the DCPP current licensing basis and will produce a reconstituted Final Safety Analysis
Report (FSAR) starting 2/2010 and completing 12/31/2015.

Since completion of DCPP’s original Final Safety Analysis Report (FSAR), many changes to DCPP licensing and
design bases have been made. DCPP determined that some of these changes were inaccurate, inconsistent,
inadequately evaluated (with the 10CFR50.59 process), or based on incorrect interpretations of NRC
requirements. Based on this information, DCPP management authorized the LBVP. Therefore, the primary
purpose of the LBVP has been to perform an objective evaluation of DCPP’s licensing basis and to correct any
identified deficiencies. Additional goals are to provide an enhanced FSAR with clear, current licensing basis (CLB)
defined for plant personnel and to enhance knowledge transfer of the DCPP CLB. DCISC reviewed many of the
types of discrepancies mentioned above and agreed that a broad study be undertaken to evaluate the problems
and correct any deficiencies.

Corrective actions are then performed to address identified issues. The Project is staffed to perform 10CFR50.59
evaluations, Prompt Operability Assessments, Calculations, FSAR updates, License Amendment Requests,
drawing updates, etc.

The LBVP is carried out on a project basis with a dedicated Project Manager and some DCPP personnel, but with
most work being done by contractors, including Chicago Bridge and Iron (CB&I – formerly Shaw, Stone and
Webster) and Westinghouse, DCPP’s Nuclear Steam Supply System supplier, all of whom are experienced in LBVP.
CB&I is the lead in this endeavor. Westinghouse is responsible for various FSAR sections including Accident
Analysis.

The LBVP utilizes an External Review Board, which consists of several Senior Consultants with previous NRC
licensing, inspection, or enforcement experience and/or mechanical/electrical engineers with previous nuclear
plant licensing, design, or operations experience. There is also an Executive Oversight Board consisting of DCPP’s
Senior Director of Engineering and Projects (who serves as Chairman), DCPP’s Nuclear Projects Director,
Regulatory Services Manager, Licensing Basis Verification Project Manager, Design Engineering Manager, Seismic
Analysis Manager, and CB&I and Westinghouse Executives.



The team is continuing to perform system-by-system licensing basis reviews (LBRs) to identify the accompanying
licensing bases and their source documents. Following the LBRs, some systems will be reviewed using an NRC-
style component design basis review, which is a vertical “slice” of requirements/bases of the system.

Accomplishments to date have included:

Numerous FSAR sections updated, including all of Electrical, most of Instrumentation and Control and
portions of FSAR Chapters 2, 3, 9, and 5

Approval of some Licensing Basis Requests and System Reviews

FSAR Updates in process

Completion of Three Component Data Base Reviews

Significant Upgrades to Search Engines and Databases supporting DCPP’s Current Licensing Basis

DCPP has committed to complete the LBVP by December 31,

Work continues to progress on DCPP’s Licensing Basis Verification Project (LBVP). As clearly noted by DCPP,
although the project’s commitment for submitting updated documents to the NRC by December 31, 2015 is
expected to be met, the completion of related design changes and the approval of License Amendments
Requests will extend beyond that date. Since this project has clearly entered a maturation phase, the DCISC
should consider conducting a more detailed examination of project status prior to the October 2014 Public
Meeting, or even prior to the June 2014 Public Meeting. This examination would require considerably more time
than does a routine Fact-finding Topic, but it could serve to provide DCPP with a clearer picture of the overall
project status as well as the specific License Amendments and design changes that will emerge from this
Project.

Buried Piping and Tanks Program (Volume II, Exhibit D.6., Section 3.1)

The Underground and Buried Piping and Tanks Program is governed by the Nuclear Energy Institute’s (NEI)
guidance document NEI 09-14. NEI is an industry association to whom all nuclear operating companies in the
United States belong. As such, NEI serves, among other things, as an organization through which the domestic
nuclear operating industry develops and adheres to a number of plant standards. On this particular topic, the
Nuclear Regulatory Commission (NRC) reviewed and agreed with the provisions of the NEI standard rather than
developing its own standard. Nevertheless, plant commitments with respect to this program are submitted to
and reviewed by the NRC.

The Electric Power Research Institute (EPRI) is also involved in examining and providing input on various aspects
of this program, which pertains to both “underground” piping and tanks (i.e. below ground but not in contact
with soil) and “buried” piping and tanks (i.e. below ground and in contact with soil). The governing EPRI
document is “EPRI 1015456, Recommendations for an Effective Program to Control the Degradation of Buried
Pipe”. Compared to many other nuclear stations DCPP has relatively less buried and underground piping (about 21
miles total). Other nuclear stations can have as much as 100 miles of buried and underground piping. At DCPP the
vast majority of this piping, however, is in systems that are not important to nuclear safety such as sewage, storm
drains, domestic water, and potable water.

DCPP’s “Buried Piping and Tanks Program” is governed by Interdepartmental Administrative Procedure (IDAP)
TS5.ID3. The scope of this program is “to provide a reasonable assurance of structural and leakage integrity of all
piping and tanks located outside of buildings and below grade elevation (whether or not they are in direct
contact with the soil). The DCISC was provided a copy of this procedure. Piping and tanks in the following systems



listed in IDAP TS5.ID3 are included in this program: (* indicates highest priority systems)

Auxiliary Saltwater*

Makeup Water*

Diesel Fuel Oil*

Firewater*

Spent Fuel Pool Cooling and Cleanup

Service Cooling Water

Compressed Air

Nitrogen/Hydrogen

Wastewater Holding and Treatment

Condensate Polishing

Oily Water and Turbine Sump

The program’s long-term goal is the prevention of pressure boundary failure. Elements of achieving this goal
include:

Periodically inspecting applicable piping and tanks

Preventing Outside Diameter (OD) corrosion via coatings, cathodic protection, and special trench fill

Preventing Inside Diameter (ID) corrosion via linings, water treatment, and cleaning

Proactive repair, or replacement with materials of superior corrosion resistance

Installation and maintenance of effective leak detection mechanisms

Among a number of other aspects of the program, IDAP TS5.ID3 describes a database that is maintained of key
program data and performance indicators, which may include the following:

Drawings identifying buried piping systems and segments

System and segment data

Risk ranking and basis for inspection decisions

Direct and indirect inspection plan and results

Disposition and results and basis for “run-or-repair” decisions

Trends and recommendations for future inspections

Results of leak detection surveys

Leak history

Repair and replacement history

Internal and external operating experience

DCPP provided the Fact-finding Team with a summary of performance of DCPP’s Auxiliary Salt Water (ASW)
system, which is an important “Buried” system. The performance summary included both the original piping and
additional bypass piping, which was installed due to a concern that localized corrosion was occurring in the
portion of the piping buried below sea level in the tidal zone outside the intake structure. The piping buried in soil



from the intake structure to the turbine building wall has cathodic protection (CP) designed and installed for the
whole length. CP is an impressed small, electric current that helps prevent corrosion. The ASW discharge piping is
carbon steel and mostly encased in concrete, except near the turbine building. The piping exiting the turbine
building is epoxy coated and buried in soil for less than 40 feet.

The ASW system is inspected every fourth refueling outage of each unit with the use of a high definition video
feed throughout the length of the entire piping system. The last inspection of Unit 1’s ASW System was during
Refueling Outage (RFO) 1R16 in October 2010 and of Unit 2’s system was during RFO 2R16 in May 2011. A few
conditions were noted in those inspections that did not require action at those times, but that will continue to be
monitored in future inspections. These included minor issues with flange connections and some evidence of
biological growth on the piping internals. A recent NRC report on this area at DCPP had no findings or
observations.

The Overall Health of “Buried Pipe” as Green (Good) in each of the individual Performance Cornerstones of
“Infrastructure”, “Implementation”, and “Equipment”.

The Program Cornerstone of Personnel was rated White (Needs Improvement) due to the newness of personnel,
i.e. the prior Backup Owner had become the Program Owner during the past year, and another member of the
staff had become the Backup to the Program Owner.

The DCISC Fact-finding Team reviewed a July 2013 “Quick Hit Self-Assessment” that was sponsored by the Design
Engineering Department and whose objective was to identify potential gaps against industry standards. The
assessment identified one area for improvement as follows: “Though a majority of the ASW CP (Cathodic
Protection) system has shown to be in working order, a small segment has been in need of repair or
enhancement for many years and has resulted in untimely resolution of degraded CP.”

The Buried Piping and Tanks Program appears to be well established and functioning satisfactorily. The
program also appears to be benefiting from cooperative efforts with other stations, from its involvement with
regional and national nuclear organizations, and from its own self-assessment activities.

Flow Accelerated Corrosion Program (Volume II, Exhibit D.8, Section 3.5)

Flow accelerated corrosion (FAC) is a phenomenon in which the oxide layer normally present on carbon steel
piping materials dissolves into the water or steam/water flowstream and is accelerated by impingement of high
flow water or steam. The main concern is piping corrosion in lower quality (i.e., wetter), high-flow steam systems,
such as Main Steam extraction piping, and high-flow water systems, such as Feedwater, caused by fluid
impingement on pipe wall material at changes in pipe direction. FAC is driven mainly by pH ƚ10.0 and exacerbated
by temperature, turbulence, changes in piping direction, and proximity to surface roughness of pipe welds. DCPP
raised its secondary side pH from 8.2 to 9.2, which tends to lower the FAC effect in feed water piping. This
phenomenon does not affect the Reactor Coolant System and primary side safety systems because of their
stainless steel material which is highly resistant to FAC.

Nuclear power plants, including DCPP, have programs to monitor potentially affected piping for FAC. The
program includes identification of elbows, tees, and other components and configurations, which are most
susceptible to FAC because of the moisture, content and flow velocity, the piping geometry, and the piping
material. Normal carbon steel is substantially more susceptible to FAC than carbon steel with some chromium
()0.1◊ chromium) and chromium-molybdenum alloys (1.25 – 2.25% chromium).

Areas of interest on the piping lines are marked with grids to guide inspectors in performing repeatable ultrasonic
testing to measure pipe wall thickness. These inspections are usually performed during plant outages when the



piping is not carrying fluid and is cooled to ambient temperature. When pipe wall thickness falls below a pre-
determined value or is projected to do so, the piping is replaced or sometimes patched. Replacement materials
are typically carbon steel with higher chromium content.

During Refueling Outage 1R18, FAC inspections included 51 piping components and eight Feedwater Heater shells
using conventional Ultrasonic Testing thickness measurements. Observed piping degradation was consistent with
expected degradation of the areas of the systems that were inspected. The outage report contains a detailed
listing of the results of various examinations and of accompanying plans to address areas of noted degradation.

The most recent FAC Program Health Report, 1st Quarter of 2014, noted that the Program “as implemented
provides a high degree of confidence against unanticipated piping failure. This is directly attributable to
aggressive piping replacements over many years with FAC resistant material.” The Program, which applies to
both Units, was rated as Green, i.e. Healthy. The only issues that were reported in the Health Report as needing
improvement were the need for a qualified Backup Program Owner and the fact that some enhancements to the
governing program procedure need to have the necessary reviews completed.

The NRC has reviewed the DCPP FAC Program with respect to its License Renewal Application and had no
additional questions.

DCPP’s Flow Accelerated Corrosion (FAC) Program appeared to be well structured and effectively implemented.
The Program was rated as Green (Healthy). The FAC program owner had changed since the DCISC’s prior Fact-
finding Visit, but management of the program continues to be strong.

4.3.3 Conclusions and Recommendations

Conclusions:

DCPP’s Flow Accelerated Corrosion (FAC) Program appeared to be well structured and
effectively implemented. The Program was rated as “Healthy.” The Boric Acid Control Program’s
current rating of “Needs Improvement,” was driven by the number of identified minor boric
acid leaks in need of repair. Progress was made in this regard, during the most recent refueling
outage, 1R18, especially when compared to historical trends, but more effort is needed and is
planned. DCPP’s analyses and physical metal samples in the reactor core appear to satisfy NRC’s
regulations on Pressurized Thermal Shock. DCPP’s Buried Component and Piping Program and
Air-Operated Valve Program appear satisfactory. The DCPP Design Change Program
Implementation Metric Chart showed the program is White, satisfactory. Some design errors
continue to happen; however, they have been dealt with appropriately. The Licensing Basis
Verification Project is on schedule to meet its completion schedule.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.4, Human Performance: Human Errors
and Improving Safety and Efficiency of Plant Performance

4.4.1 Overview and Previous Activities

Human Performance is usually used to refer to “human error” and the term is used herein in
that manner. The issues around plant safety and plant efficiency having to do with human error
reduction are also included in this section.

The goal of the human performance program is to reduce the number of human errors to improve
plant safety and plant efficiency by improving human performance.

During the previous period (2012–2013) the DCISC reviewed the following human performance-
related items:

Station Human Performance

Human Performance Program

The DCISC concluded in the previous reporting period that the apparent negative trend in the
station’s non-outage human performance error rate experienced during the last half of 2011 was
actually due to more emphasis on reporting errors. DCPP’s human performance error rate during
the first quarter of 2012 shows an improving trend compared to the last half of 2011, and the 2012
goal is set to a higher standard than for 2011. DCPP’s human performance training facility appears
to be an effective environment for training individuals in proper human performance techniques
and reinforcing the importance of error-free work in a nuclear station. The DCISC will continue
periodic reviews of human performance as dictated by station events and overall performance.

4.4.2 Current Period Activities

During the current period (2012–2013) the DCISC reviewed the following human performance-
related item:

Human Performance Program Update

Human Performance Program Update (Volume II, Exhibit D.6, Section 3.6)

This review was precipitated by the fact that DCPP’s November 2013 Plant Performance
Improvement Report (PPIR) indicated that Station Human Performance Clock Resets had been
rated as Yellow (Deficient) during the period of September 2013 through November 2013 and the
Human Error Rate for the Operations Group had been rated as Red (Unsatisfactory) during that
same period. Also, Quality Verification’s (QV) November 2013 Site Status Report noted that QV was



reinstating Human Performance as a top QV Concern. A summary of the recent history of QV’s focus
on Human Performance is as follows:

In July 2012 QV identified Human Performance as one of QV’s top three Concerns.

In January 2013 QV issued an audit finding that human performance errors continued to
challenge station performance.

In July 2013 QV concluded that human performance had improved based on the fact that
department and station level event rates were continuing to show improved performance. (In
QV’s November 7, 2013 Site Status Report QV provided an insight into this conclusion, citing
that the decision in July was based on metric performance (i.e. performance indicators) rather
than on observed worker behaviors.)

In November 2013 QV reinstated human performance as a top QV concern.

DCPP experienced four station level Human Performance Events during the 18 month period
including and preceding December 2013. Three of the four events occurred during the 4th Quarter of
2013. This performance is rated Yellow (deficient). The events are as follows:

On December 19, 2013 an Operator entered an Emergency Diesel Generator (EDG) room and
stepped on an EDG fuel oil line that broke and caused two EDGs to be inoperable.

On November 2, 2013 a Control Operator left FCV-495, the Auxiliary Feedwater cross-tie
valve, in the wrong position (closed) at the end of a surveillance test.

On October 22, 2013, a Locked High Radiation Area was discovered to be unsecured.
Evaluation of the situation determined that the barrier that had been established by Radiation
Protection and Maintenance workers had apparently been inadvertently bumped by the
Maintenance Worker.

On February 28, 2013 a Vital 4kV Bus was inadvertently de-energized by a Maintenance
Technician during troubleshooting activities.

Two of the above listed events involve the station’s Operations Group. The Human Error Rate for
Operations has been Red (Unsatisfactory) in each month dating back through July 2013. Prior to
that this Error Rate was rated Yellow. Operations’ “Analysis” of their status as shown in recent
PPIRs indicates that numerous actions are being implemented for improving plant status control
and that the details are listed in materials pertaining to Plant Misposition Component Performance.

Three Station Level Human Performance Event Clock Resets occurred during the fourth quarter of
2013, causing the station’s 18-month indicator for such Resets to become Yellow (deficient). Two
of these three events involved Operations personnel. Operations performance with respect to
human error rate has been Red (Unsatisfactory) since July 2013. Component mispositioning
appears to be a contributor. The DCISC should examine Operations’ efforts with regard to plant
status control and component mispositioning with regard to the station as a whole no later than
the third quarter of 2014.

4.4.3 Conclusions and Recommendations



Conclusion:

Three Station Level Human Performance Event Clock Resets occurred during the
fourth quarter of 2013, causing the station’s 18-month indicator for such Resets to
become Yellow (deficient). Two of these three events involved Operations
personnel. Operations performance with respect to human error rate has been Red
(Unsatisfactory) since July 2013. Component mispositioning appears to be a
contributor. The DCISC should examine Operations’ efforts with regard to plant
status control and component mispositioning with regard to the station as a whole
no later than the third quarter of 2014.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.5, Health, Nuclear Safety Culture, and
Safety Conscious Work Environment

4.5.1 Overview and Previous Activities

The foci of Health, Nuclear Safety Culture, and Safety Conscious Work Environment SCWE) are
twofold: 1) the health of the individual employee, and 2) nuclear and personnel safety as the
context and requirement for all DCPP employees. Included in the area are all health related issues
and actions. This section also focuses on Safety as a contextual, cultural requirement.

In the previous reviewing period (2012–2013) the DCISC reviewed the following:

Nuclear Safety Culture Monitoring Panel

The DCISC concluded the following regarding Nuclear Safety in the previous reporting period:

DCPP’s Nuclear Safety Culture Health Monitoring process and Nuclear Safety Culture Monitoring
Panel/Report appeared rigorous and effective in measuring and improving the plant’s nuclear
safety culture in accordance with industry’s Eight Nuclear Safety Culture Principles and supporting
Attributes. The DCISC will monitor this process on a continuing basis.

4.5.2 Current Period Activities

During the current period (2013-2014) the DCISC reviewed the following Health, Nuclear Safety
Culture, and Safety Conscious Work Environment topic:

Safety Culture (DCPP Knowledge Transfer Program) (Volume II, Exhibit D.8, Section 3.3)

(Note: this write-up also appears in Section 4.14 – Organizational Development and
Effectiveness.)

DCPP’s Knowledge Transfer Program, “Passport to Knowledge,” coordinates the transfer of
knowledge from an outgoing position holder to one incoming.

The purpose of the Program is as follows:

1. Describe Diablo Canyon Power Plant's comprehensive approach to the capture, sharing and
transfer of critical knowledge and expertise of Diablo Canyon employees.

2. Introduce the processes and tools that will support the station's short and long term
knowledge transfer and retention objectives.



Components of the Diablo Canyon Knowledge Program are as follows:

A. Assess: Evaluation & Identification

1. Core Business for specific disciplines

2. Risk associated with an area of expertise

3. Personal Assessment

B. Act: Development, Capture & Sharing

1. Determining the best approach to transfer, capture or share knowledge

2. Peer Mentoring for intensive areas of expertise

3. Capture of expertise via videotaping/documentation for unique areas of expertise

C. Monitor: Tracking & Metrics

1. Tracking Peer Mentoring progress

2. Monitoring of Knowledge Sharing progress at the department/station level.

3. Validating capture/transfer of critical knowledge & expertise.

The program utilizes the following infrastructure:

An In-House designed Web Application that facilitates identification and tracking of risks to
critical Areas of Expertise.

A DCPP program leader responsible for the program rollout and associated Change
Management efforts to ensure success.

A DCPP project manager responsible for implementing the Passport project

A Mentoring Consultant possessing expertise in peer mentoring to provide coaching and
support to the various DCPP personnel in assessing risks in their areas of expertise, including
the following:

Coaching DCPP leaders in conducting effective “Area of Expertise” risk assessments

Coaching first line supervisors, mentors and apprentices in developing clear and effective
mentoring plans

Monitoring the quality and progress of the peer mentoring process to ensure measurable
results in knowledge sharing

A Knowledge Sharing advocate to coach and maintain the Passport to Knowledge sharing
process.

A Grass Roots Knowledge Sharing Team for maintaining a high degree of engagement and
commitment to building sustainable knowledge capture and sharing tools including video



capture and “Wiki” like functionalities at Diablo Canyon

Increased ownership by mandating that performance goals related to the Passport to
Knowledge program be placed in all appropriate 2013 development plans from individual
contributor up to director

The program appears well designed; however, to date it appears that implementation is spotty due
primarily to outage preparation and outages themselves.

The DCPP knowledge transfer program, “Passport to Knowledge” appears well-designed but full
implementation has taken a back seat to higher priority items such as outage planning and
outages. The DCISC encourages DCPP to move forward with this program to not lose valuable job
knowledge as employees retire.

4.5.3 Conclusions and Recommendations

Conclusions:

The DCPP knowledge transfer program, “Passport to Knowledge” appears well
designed but full implementation has taken a back seat to higher priority items
such as outage planning and outages. The DCISC encourages DCPP to move forward
with this program to not lose valuable job knowledge as employees retire.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.6, Performance Improvement Programs

4.6.1 Overview and Previous Activities

Termed “Corrective Action Program” in previous reports, this section is now expanded to
“Performance Improvement Programs” to include programs included in DCPP’s Performance
Improvement Initiatives, such as Corrective Action, Industry Operating Experience, Benchmarking,
Self-Assessments, etc. Many consider these to be “learning” programs whereby the organization
learns to improve from its and others’ experience.

As have all nuclear plants, DCPP has implemented a Corrective Action Program (CAP). The CAP is a
formal, controlled process used to identify and correct problems, which occur. A key part of the
CAP is root cause analysis, which is utilized to ascertain the real cause of a problem or event such
that corrective action can be taken to prevent its recurrence. During the previous reporting periods,
the DCISC has reviewed the DCPP CAP and numerous events, which were identified and resolved
using the CAP. NRC refers to this type program as Problem Identification and Resolution (PI&R).

The events, analyses, and corrective actions reviewed during the previous several reporting periods
included the following:

Performance Review Meeting

Performance Improvement Board Meeting

Benchmarking Activities

Performance Improvement initiative

Corrective Action Program

The DCISC concluded in the last period that DCPP’s Performance Improvement Program continues
to be strengthened with the Performance Improvement Action Plan, a multi-faceted plan to
integrate the results of several assessments and reviews of the program.

4.6.2 Current Period Activities

The DCISC reviewed the following in DCPP’s Performance Improvement Program during the
current reporting period:

Operating Experience Program

Performance Improvement Review Board

Trending Program



Corrective Action Program and Self-Assessment Program Audit by Quality Verification

Operating Experience Program Update (Volume II, Exhibit D.3, Section 3.1)

Industry operating experience information comes from two primary sources:

1. INPO Consolidated Event System (ICES) [formerly Operating Experience]

2. Other, including NRC, industry vendors, etc.

The former has the most extensive collection of operating event information.

The Plant receives 15-20 OE documents weekly from a variety of sources as listed above. These OEs
are screened by the OE Program Manager who has considerable experience at the station and in
screening this material. The recipients of this information are department Subject Matter Experts
(SMEs) who review the material for specific applicability to their areas and determine appropriate
action. The process and requirements for reviewing, screening, disseminating, and evaluating this
industry OE are described and controlled by a plant procedure: “Assessment of Industry Operating
Experience.” In addition to receiving industry OE, DCPP also provides its own operating experience
reports to both NRC and INPO for others in the industry.

The DCISC Fact-finding Team (FFT) reviewed DCPP OE Program Health for the month of August.
The health card measures the following attributes:

NRC Industry Event Report (IER) Response Timeliness

IER Evaluation Quality

OE Evaluation Timeliness

ICES Report Timeliness

ICES Report Completion

OE Health had been Red (Unacceptable) for the past three months but had improved to Yellow
(Needs Improvement) due to all OE items reviewed by the Self-Assessment Review Board (SARB)
being approved and improvement in OE evaluation timeliness. In general, the OE performance
trend has been improving. DCPP is soliciting peer OE metrics and analysis in order to establish best
practices and industry alignment. DCPP is also reviewing industry performance on ICES metrics to
identify top performers and has initiated telephone/e-mail benchmarking to gain insight into
becoming a top industry performer.

The OE Group sends out to supervisors a weekly status report of open OE evaluation tasks. This is
to assist them in monitoring their groups’ OE status and to increase awareness to achieve high
performance sustainability. The DCISC FFT reviewed the report and concluded that it was both easy
to understand and useful.

The DCPP Operating Experience Program is well established and, though below DCPP’s desired



goal in performance, is improving. DCPP is taking actions to benchmark industry best
performance and practices and incorporate them.

Performance Improvement Review Board u (Volume II, Exhibit D.5, Section 3.5)

The DCPP Performance Improvement Program (PIR), implemented under DCPP Procedure
OMD15.ID5, “Performance Improvement Program,” is characterized as follows:

Excellence in performance improvement is embodied by the organization that views
improving performance as a never-ending pursuit rather than a final destination. Such an
organization strives at all levels to achieve high levels of operational performance by
effective application of the three key attributes of the performance improvement model:
[Identifying and Monitoring, Analyzing and Planning Solutions, and Implementing
Solutions].

The PI Program Attributes utilize the following functions for implementing the three
Attributes:

1. Identifying and Monitoring

Standards – High standards should be used as a baseline to identify gaps and advance
performance.

Self-Assessment – Self-assessment activities, whether they are focused or ongoing as
part of daily activities necessary to support plant operation, should be critical of
performance and identify performance shortfalls.

Performance Indicators – Leadership team should use an established set of performance
indicators to oversee and monitor current and past performance for evidence of declining
trends.

Performance Assessment and Trending – Performance assessment should involve
analyzing the issues contained in a wide variety of documented performance information,
including corrective action, self-assessments, observation data, and performance
indicators.

Benchmarking (Industry Workshops) – Periodic benchmarking should ensure that the
station does not become isolated, but stays connected to the rest of the industry.

Plant and Industry Operating Experience – Operating experience should provide
opportunity to proactively learn from both internal and external mistakes and mishaps.

Observation Program – Management should value and use behavior observations as a
performance-monitoring tool.

Problem Reporting (CAP) – Leadership team should promote a vision of problem
reporting that emphasizes the corrective actions program as the day-to-day problem
reporting system.



Effectiveness Reviews – Management should use effectiveness reviews as a tool for
determining if past improvement efforts have resolved specific performance gaps.

Independent Oversight, QV, INPO, NRC, NSOC) – Line management should value
independent oversight as a performance monitoring input. Such oversight is typically
provided by the quality or nuclear assessment organization.

2. Analyzing and Planning Solutions

Problem Analysis

Benchmarking

Self-Assessment

Operating Experience (OE)

Common Factor Analysis

Root Cause Evaluation (RCE)

Apparent Cause Evaluation (ACE)

INPO Assist/Review

Work Group Evaluation (WGE)

Human Error Investigation Tool (HEIT)

Job Task Analysis.

Action Planning

Action planning should select and plan corrective actions to address performance gaps.

Planned actions to address problems should be captured in the corrective action
program.

Effective corrective actions should be SMART (Specific, Measurable,

Achievable, Realistic, Timely).

The following warning flags should be considered:

Backlogs of incomplete root and apparent cause analyses increase.

Backlogs of open corrective actions are high and increasing.

Backlog reduction efforts or action due date assignments assign all corrective
actions equal importance.

3. Implementing Solutions

Action Tracking – Managers and supervisors should establish methods to track the status of
improvement actions and measure implementation progress against expectations.

Task Assignment – Either managers or supervisors should be involved in task assignment to



the degree necessary to ensure personnel assigned tasks are qualified and possess the talent,
knowledge, experience, and skill to fully understand and carry out the actions assigned.

Resource Management – Management should consider the availability of suitable resources
when implementing solutions to improve performance.

Training – Line manager and individual contributors should be sufficiently trained on their
particular supporting role.

The PIRB’s function is to “[p]rovide management oversight, direction, support, and accountability
for the integrated implementation of the performance improvement program.” The PIRB consists
of the following members:

Site vice president – chairperson

Senior engineering director

Station Director

Engineering director

Operations director

Maintenance director

Site services director

Security director

Training director

Work management director

Performance improvement manager

The agenda for this meeting was as follows:

1. Safety Minute

2. Verify Quorum

3. Review Desired Outcomes

4. Review Past Actions

5. Strategic Projects Quality Verification (QV) and Nuclear Safety Oversight Committee (NSOC)
Presentation

6. Strategic Projects PI Report

7. Site Services QV and NSOC Presentation

8. Site Services PI Report

9. Meeting Evaluation

The process followed in the PIRB meeting was to discuss actions to close Gaps to Excellence



identified by DCPP QV and NSOC, both high-level oversight organizations. In this meeting two
organizations, Strategic Projects and Site Services, were selected to present their plans and
achievements. Each organization had prepared and submitted Action Plans for each Gap to
Excellence. For this case the Gaps were the following:

Strategic Projects

Control of Supplemental Workforce (on-site vendors and contractors)

Security Projects Partial Closures

Site Services Contractor Vehicle/Mobile Equipment Incidents

Site Services

Station Human Performance

Timely Resolution of Significant Conditions Adverse to Quality

Root and Apparent Cause Product Quality

Reporting of DCPP Events to Industry not timely

Emergency Operating Procedures and Emergency Response Guidelines Deviations

Emergency Plan Licensing Basis not clearly defined

Equipment important to emergency response offsite being implemented outside of standard
plant processes

Corporate emergency preparedness and response functions is not well integrated with the
plant organization

Action Plans for each Gap uniformly contained the following information:

Initiation Date

Action Plan Status

Section Owner

Performance Gap Problem Statement

How Identified

Analysis Products

Key Actions

Success Criteria

Performance Monitoring Tools

Results Achieved to Date

Supporting Documentation (if any)



The discussion by attendees was intrusive, demanding, detailed, and comprehensive. The process
appeared to be effective in assigning gap ownership, crafting measurable action plans, achieving
and reporting results in a timely manner.

The DCPP Performance Improvement Review Board meeting observed by the DCISC appeared to
be effective in assigning gap ownership, crafting measurable action plans, achieving and
reporting results in a timely manner. The discussion was intrusive, demanding, detailed, and
comprehensive.

Status of the Trending Analysis Program (Volume II, Exhibit D.5, Section 3.5)

DCPP develops and disseminates a monthly Plant Performance Improvement Report (PPIR). This
document is well over 100 pages in length and, among other things, reports, graphs, and provides
trending and analysis of an extensive variety of plant performance indicators. This document is
reviewed widely throughout the plant. It is also transmitted on a monthly basis to all of the DCISC
members and consultants and is a key source of information for the DCISC’s fact-finding trips and
public meetings. On a periodic basis the station’s management team convenes to discuss key
information in that monthly report that reveals emerging trends (both desirable and undesirable),
appropriate actions that need to be taken to address issues of interest, and the results achieved by
actions taken to address previously identified issues.

The station also compiles, trends, and evaluates other information that is not oriented toward
system or component performance, but rather toward human and group performance. This
information is extracted from documents such as management observations of workers on the job
and Corrective Action Program documents that reflect causal analyses of problems that have
emerged in the plant. On a quarterly basis, the Performance Improvement (PI) Section compiles a
Station Trend Report, that examines this performance-related information that is also routinely
recorded and compiled but is more oriented toward human and organizational behavior than
component, equipment, and system performance. Because the DCISC routinely reviews the
station’s PPIR, this Fact-finding Review focused on the products of PI.

The DCISC Fact-finding Team was provided with the Performance Improvement Section’s Station
Trend Report for the Third Quarter of 2013. The report identified the most prominent themes that
had emerged from a two year review of DCPP’s causal factors identified in root cause evaluations of
station events. These were:

Inconsistent behaviors (both at the worker level and the leadership level)

Ineffective ownership and oversight of programs and processes

Inadequate procedural guidance

Inadequate risk assessment, risk analysis, and risk mitigation

The Trend Report also documented the results of an examination of the reports stemming from
observations conducted of work activities during the Third Quarter of 2013. The following



conclusions were drawn by the Performance Improvement Group from this examination:

Workers were often rated as “Exceeding Expectations” with little justification for the rating,
which led to a conclusion that the worker’s performance was most likely “adequate” rather
than outstanding. Also, the lack of information on specific worker behaviors and techniques
was noted to provide little opportunity to share noteworthy practices with other workers and
work groups.

Similarly, when worker behaviors were rated as needing improvement, the observer’s
comments were not focused and clear enough to provide specific information regarding what
needs to be improved.

The quarterly Station Trend Report issued by the Performance Improvement Section appears to
be an effective communication tool for improving the clarity and directness of observations by
specifically identifying and reporting where such elements are lacking in the written plant
observation documents.

Corrective Action Program and Self-Assessment Program Audit by Quality Verification (Volume II,
Exhibit D.6, Section 3.10)

Since December 2010, DCPP has actively engaged in activities to strengthen the Corrective Action
Program (CAP). This included focusing on a set of Performance Improvement Imperatives that also
focused on Human Performance and Self-assessment. Quality Verification’s (QV’s) most recent
review of the CAP was in its October 2013 audit of Problem Prevention and Corrective Action. The
audit’s two findings pertaining to Corrective Action were as follows:

Inappropriate use of Long-Term Corrective Actions (LTCA) and repeated extensions of due
dates for Corrective Actions to Prevent Recurrence (CAPR) have impeded the timely
resolution of Significant Conditions Adverse to Quality (SCAQ). In this regard QV noted that
various station problems were identified and analyzed and that assigned corrective actions
aligned well with the identified causes, but in some cases the problems were recurring, which
was evidence that corrective actions had not been sufficient.

Some Emergent Issue Summaries are being used to evaluate issues and develop, assign, and
track corrective actions in lieu of using Corrective Action Documents.

Regarding DCPP’s Self-Assessment (SA) Program, QV concluded that some aspects of the Program
were not in compliance with governing procedures. QV also reviewed a number of SAs and
concluded that some programmatic implementation issues should have been reported and some
noted deficiencies should have been entered into the Corrective Action Program.

Overall, the audit team concluded “that the Corrective Action and Self-Assessment Programs
satisfy the requirements of 10CFR50 Appendix B and the Updated Final Safety Analysis Report
(UFSAR) Chapter 17, and have been effectively implemented for the period from February 10, 2012
through September 30, 2013.” Also, DCPP’s most recent monthly rating of CAP performance in the
station’s Plant Performance Improvement Report was Green (Highest Rating).



Quality Verification’s identification of the continuing need for more timely and complete
resolutions of some identified station problems is noteworthy. DCPP needs to continue
strengthening its efforts to completely resolve this issue. However, the DCISC also recognizes that
the station has been addressing this issue for a number of years, and that improvements have
been achieved to date.

4.6.3 Conclusions and Recommendations

Conclusion:

DCPP's Performance Improvement Program is extensive and multi-faceted. It
includes identification, analysis, follow-up action, and monitoring of progress with
respect to aspects of internal performance as well as to issues and strengths
that are reported within the industry and that are determined to be applicable to
DCPP. The station's senior managers and Quality Verification Department exercise
major roles with respect to the implementation of this program. DCPP’s
Performance Improvement Program continues to be strengthened with the
improving Operating Experience Program, Trending Program, and Performance
Improvement Action Plan, a multi-faceted plan to integrate the results of several
assessments and reviews of the program and by dedicated management
performance improvement oversight boards such as the Performance Improvement
Review Board. DCPP's Performance Improvement Program is extensive and multi-
faceted. It includes identification, analysis, follow-up action, and monitoring of
progress with respect to aspects of internal performance as well as to issues and
strengths that are reported within the industry and that are determined to be
applicable to DCPP. The station's senior managers and Quality Verification
Department exercise major roles with respect to the implementation of this
program.

Recommendations:

None
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4.7.1 Overview and Previous Activities

An Emergency Preparedness Program has been in-place since the beginning of the nuclear
power industry; however, the accident at Three Mile Island brought substantial changes. Prior to
Three Mile Island, Emergency Operating Procedures (EOPs) were primarily event-based, requiring
the operator to know which event was taking place. Afterward, the EOPs became symptom-based,
making it easier for the operator to decide what actions to take. The five major facilities used in an
actual emergency situation (and used for practice in an emergency drill) include (1) the Control
Room (simulator in practice) where operators respond to the accident (2) the station Technical
Support Center (TSC) where engineering, computer, radiological assessment, NRC, and operations,
as well as documents and procedures, are located, (3) the offsite Emergency Operations Facility
(EOF) where the Recovery Manager and administrative and technical staff are located, (4) a station
Operations Support Center (OSC) that provides a location to stage and dispatch operations,
maintenance, firefighting, and radiation protection personnel, and (5) the Joint Information Center
(JIC) where DCPP and San Luis Obispo County interface with the media.

The DCISC reviews Emergency Preparedness at DCPP on a regular basis. Past Committee activities
have included observations and reviews of drills and full, graded emergency exercises each year
and related issues from the observations.

During the previous reporting period, the DCISC reviewed the following specific items:

Briefing on EP Drill

Observation of EP Drill

Annual Emergency Response Organization (ERO) Exercise

EP Drill Critique

Workshop for Offsite Emergency Personnel

In the previous reporting period the DCISC concluded the following:

In the previous reporting period the DCISC concluded that the Joint Information Center (JIC)
briefing prior to an emergency drill was effectively and professionally conducted, and it
stimulated productive discussion by the JIC participants. The control room crew in the simulator
and the remainder of PG&E’s emergency organization were judged to have performed effectively
during an observed emergency drill and also during the annual ERO Exercise in November 2012.
DCPP’s critique of the annual ERO Exercise was thorough and comprehensive, also concluding



that the exercise was successful in demonstrating the ability of DCPP to protect the health and
safety of plant personnel and the public in emergency situations. The DCPP Emergency Planning
Workshop for government emergency response organization personnel appeared beneficial and
effective.

4.7.2 Current Period Activities

The DCISC reviewed the following in DCPP’s Emergency Preparedness (EP) Program during the
current period (2013-2014):

Social Media in the DCPP Emergency Response Organization

Cooperative Efforts Between DCPP and the California Department of Forestry and Fire
Protection (CalFire)

San Luis Obispo County Emergency Precautionary Actions and Use of Social Media

Observe Evaluated Hostile Action Based Emergency Exercise

Use of Social Media in the Emergency Response Organization (Volume II, Exhibit D.3, Section 3.5)

PG&E developed its social media strategy in 2010, considering 15 “channels” with primary emphasis
on each of the following channels for particular applications.

Twitter

Facebook

Linked-In

You-Tube

Google

PG&E Website

For crises PG&E uses primarily Twitter, because of its immediacy and focus, to direct recipients to
the PGE.com website for more information. And in the DCPP Joint Information Center (JIC) the
company relies on Twitter and Facebook for intelligence and feedback. In a recent 2013 drill DCPP
practiced sending messages via social media, and the San Luis Obispo (SLO) County published
Tweets. In the November 2012 drill SLO County Tweeted about the drill from the JIC and used
Twitter for rumor control and to advise of “precautionary relocations of individuals.” In the
upcoming October 30, 2013 emergency exercise DCPP will begin using actual social media in
preparation for its 2014 evaluated emergency exercise. Past experience in the JIC indicates that it
can take up to 90 minutes to get the first news release out from declaration of an emergency;
however, use of social media would permit earlier release of selected information.

The DCISC noted in the discussion that it would be valuable to use the capabilities of social media to
provide a wider range of information to specialized audiences during an event. In particular,
providing a source of information for independent technical experts, such as university faculty, to



assess the event, could be valuable because the media usually seeks their independent assessments
of events and these assessments could be more accurate if appropriate technical information were
available.

PG&E and DCPP are beginning to use social media to release information about emergency
situations, primarily to direct the public to the PGE.com website for additional information. The
DCISC Fact-finding Team believes that this is a good start and that social media is a useful tool to
share information, manage rumors, and allow feedback during emergencies. The DCISC should
continue to follow this effort, particularly with respect to developing the capability to provide
appropriate types of information to different audiences, including independent technical experts
who may be asked to provide assessments of the event.

Cooperative Efforts Between DCPP and the California Department of Forestry and Fire Protection
(CalFire) (Volume II, Exhibit D.4, Section 3.5)

The more prominent activities and accomplishments in developing cooperation between DCPP and
CalFire are shown below:

Comprehensive monthly training is conducted jointly by CalFire and DCPP’s on-site Fire
Department. This training occurs both inside and outside the Protected Area. These activities
have resulted from a complete reevaluation of training and enhancement of training
activities.

DCPP has taken steps to improve Security Access for CalFire, for both personnel and
firefighting apparatus

Emergency communications capabilities have also been improved, and more is being
considered. CalFire currently has a dedicated line, which is equivalent to 911, for announcing
emergencies and dispatching support. Communications may also include possible cell phone
communication capability inside the power block, including inside radiologically controlled
areas.

To share knowledge and strengthen teamwork DCPP firefighters have performed ride-alongs
with CalFire Station 62 personnel.

The practicality of getting access to the plant via the North access road is being examined.

DCPP has hired additional firefighting personnel including an Assistant Chief of Operations
and an Assistant Chief of Training.

DCPP has purchased additional equipment and is also examining other equipment for
possible procurement.

DCPP’s Fire Department is also engaged with nuclear industry peers and is promoting its structure,
capabilities, and practices as a source of information for other nuclear facilities that are in the
process of enhancing their own fire-fighting capabilities as well as their capabilities of responding to
a nuclear plant emergency.



DCPP appears to have made considerable progress in enhancing the capabilities of its Fire
Department, both in preparation and in equipment, to respond to a station fire and/or nuclear
emergency. Communications and cooperation between DCPP’s Fire Department and CalFire (and
other nuclear plants) also appear to have strengthened.

San Luis Obispo County Emergency Precautionary Actions and Use of Social Media (Volume II,
Exhibit D.5, Section 3.8)

In the SLO County/Cities Nuclear Power Plant Plan there are 50 standard operating procedures for
each of the responding agencies and affected jurisdictions. The Plan goal is to reduce or eliminate
radiological exposure or contamination to the general public by precautionary and protective
actions. Precautionary actions are not automatic but are based on the particular event and
Emergency Action Level. Examples of precautionary actions include the following:

Reducing recreating public

Closure of state or county parks

Closure of Port San Luis beaches and facilities

Relocating schools (considered at the Alert Level or higher)

Chosen by school district or recommended by the Emergency Operations Center

Relocation centers are pre-established and communicated to parents and the public

Limiting non-essential hospital admissions

Recommended by the County

Limits non-essential hospital admissions such as elective procedures

Precautionary actions are not recommended without weighing the pros and cons

Benefits of reducing exposure, maximizing resources, allowing for more successful
evacuation outweigh the challenges

Regarding social media, the County’s Office of Emergency Services (OES) monitors social media,
especially Twitter and Facebook and has an “Emergency Twitter” in place. Additionally, the Federal
Emergency Management Agency (FEMA) has its Amber Alert System, which uses selected cell
towers for broadcasting information.

An annual calendar is jointly provided by both DCPP and SLO County. The Calendar includes the
following information:

What to do during an emergency and when the siren is heard

The Emergency Planning Zones and Map

Public Alert and Notification Systems and Testing of the Systems



Information on available transportation, sheltering in place, radiation, potassium iodide, levels
of plant emergencies, government responses, key contacts

School information

Agricultural emergency planning

Personal evacuation plan form

Post card to send in for additional information

The San Luis Obispo County Office of Emergency Services uses of Precautionary Actions and social
media appeared appropriate.

Observe Evaluated Hostile Action Based Emergency Exercise (Volume II, Exhibit D.9, Section 3.1)

(Note: Portions of this exercise were classified as Security-Related. Here they are discussed
only in general terms, with a focus on the relationships with plant safety.)

Personnel from the following organizations were primary participants in the exercise: DCPP,
Nuclear Regulatory Commission (NRC), Federal Bureau of Investigation, San Luis Obispo (SLO)
County Office of Emergency Services, SLO Sheriff’s Office, California Highway Patrol, and Cal Fire.

The scenario involved a simulated hostile action against the plant. Station security forces,
operators, maintenance and other personnel participated. The hostile action was simulated in a way
that resulted in damage to key systems important to plant safety, and that required support from
off-site resources including the SLO Sheriff’s Office.

The scenario challenged the plant’s operators and maintenance staff with a complex plant damage
state, which required the plant’s Emergency Response Organization to prioritize its actions to repair
key plant systems, as well as to stage resources to conduct repairs from off site. These elements of
the exercise had substantial overlap with the types of scenarios that would be considered for
beyond design basis event (BDBE) response, that would use new FLEX capabilities which the DCISC
last reviewed in its February 2014 Public Meeting.

As the hostile action scenario progressed, operators in the Simulator correctly declared a Site Area
Emergency (SAE) due to the state of the plant. This was reported to the appropriate county, state
and Federal officials within the required time limits. The Federal Bureau of Investigation (FBI) and
Sheriff declared the plant a crime scene.

The Sheriff and Cal Fire staffs were stationed at the San Luis Obispo Sheriff’s Incident Command
Post, near the plant. DCPP officials requested assistance from the Sheriff’s office, which was
provided successfully.

The DCPP Alternate Operations Support Center (AOSC), located off site, was a backup facility for
the plant OSC where the following groups were staged: Operations, Mechanical and Electrical



Maintenance, Instrumentation and Controls, Chemistry, and Radiation Protection. Normally the
plant OSC would handle these functions; however, this facility was put in-place in case the plant
OSC was not available, as could also be the case under BDBE accidents. These personnel were
responsible for repair and recovery of damaged equipment.

The Emergency Operations Facility (EOF) and Joint Media Center (JMC) had been activated within
the required times. At the EOF DCPP had its offsite Recovery Manager and technical staff, the joint
DCPP and San Luis Obispo County Unified (Radiological) Dose Assessment Center (UDAC),
Radiation Field Monitoring Teams, Meteorologists, San Luis Obispo County Emergency Operations
Emergency Services, Highway Patrol, Sheriff, etc.). All facilities were staffed and operational within
the required activation times. Personnel appeared to be carrying out their responsibilities
professionally and correctly.

At the JMC there were media briefings and news releases from DCPP, SLO County, and the NRC.
The news releases briefly and accurately described the situation at the plant and surrounding areas.
The media briefing was coordinated by the SLO County Public Information Officer, with
participation by DCPP, FBI, Sheriff’s Office, and spokespersons. Several individuals participated as
mock media. The briefing appeared satisfactory.

The DCISC observed the exercise joint EOF and UDAC facility critique. The critique was
comprehensive and intrusive. Due to the successful response, there were no (simulated) radiation
releases. Overall, performance in the exercise was satisfactory.

DCPP produced an interesting emergency exercise scenario which included simulated hostile
actions leading to simulated plant equipment damage. In addition to the normal emergency
exercise participants (e.g., DCPP, San Luis Obispo (SLOW) County Emergency Services, and
Nuclear Regulatory Commission), this scenario brought in DCPP Security, the SLO Sheriff’s Office,
and the Federal Bureau of Investigation. Exercise performance met objectives. The Emergency
Response Organization (ERO) successfully assessed plant damage conditions that were well
outside the plant’s design basis, effectively prioritized repair activities, and executed time-critical
actions to successfully stabilize the plant. This effective response has positive implications for the
ERO to also successfully manage beyond design basis events and utilize new FLEX capabilities.
During an evaluated hostile action based emergency exercise, the Emergency Response
Organization (ERO) successfully assessed plant damage conditions that were well outside the
plant’s design basis, effectively prioritized repair activities, and executed time-critical actions to
successfully stabilize the plant.

4.7.3 Conclusions and Recommendations

Conclusions:

DCPP appears to have made considerable progress in enhancing the capabilities of
its Fire Department, both in preparation and in equipment, to respond to a station
fire and/or nuclear emergency. Communications and cooperation between DCPP’s
Fire Department and CalFire (and other nuclear plants) also appear to have



strengthened. The San Luis Obispo County Office of Emergency Services uses of
Precautionary Actions and social media appeared appropriate. During an evaluated
hostile action based emergency exercise the Emergency Response Organization
(ERO) successfully assessed postulated plant damage conditions suggested by the
exercise that were well outside the plant’s design basis, effectively prioritized
repair activities, and executed time-critical actions to successfully stabilize the
plant. PG&E and DCPP are beginning to use social media to release information
about emergency situations, primarily to direct the public to the PGE.com website
for additional information. This is a good start, since social media is a useful tool to
share information, manage rumors, allow feedback during emergencies, and
provide appropriate types of information to different audiences, including
independent technical experts who may be asked to provide assessments of the
event. DCISC should continue to monitor progress on this aspect of Emergency
Preparedness.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.8, Risk Assessment and Management

4.8.1 Overview and Previous Activities

PG&E has developed in-house capability to perform risk assessments and periodically updates
its Probabilistic Risk Assessment (PRA) to incorporate changes in plant configuration and, if
appropriate, operations. PG&E controls its risk from on-line maintenance procedurally. For On-Line
Maintenance the PRA Group prepares a Risk Profile on a weekly, monthly and fuel cycle basis. The
PRA Group works very closely with personnel performing the On-Line Maintenance risk
assessment, and the program has been working well. The On-Line Maintenance (OLM) model has
been used by Operations and Maintenance as an on-line planning tool for various operations and
maintenance activities.

The DCISC did not review DCPP’s Probabilistic Risk Assessment Program during this reporting
period; however, the DCISC concluded the following from the prior period 2012–2013:

In its previous reporting period the DCISC concluded that DCPP’s Probabilistic Risk Assessment
(PRA) Group was returning to full strength but still relies somewhat on outside contractors. The
Group has successfully implemented Safety Monitor for risk-informed planning and analysis of
outages. Its main effort now is the updating of the original DCPP Internal Events Probabilistic Risk
Analysis (PRA), the Seismic PRA, and the Fire PRA. The DCISC will continue to closely monitor PRA
activities at DCPP.

4.8.2 Current Period Activities

The DCISC reviewed the following topics during the current reporting period:

Probabilistic Risk Assessment (PRA) Update

Unplanned Deenergizing of 4kVElectrical Bus

Probabilistic Risk Assessment (PRA) Update (Volume II, Exhibit D.1, Section 3.8)

The PRA team inherited a PRA performed many years ago that, although of high quality, had not
been kept as up-to-date as needed, and another major effort in the past few years has been to
bring it up-to-date. A major effort in 2011–2012, that is now complete, has resulted in an upgrade to
the internal-events at-power PRA model. This upgrade provides the technical foundation for work
on other aspects of the PRA. This upgrading work has involved, in part, bringing the whole PRA into
conformance with the ASME-ANS PRA standard1 and the NRC’s Regulatory Guide 1.200
requirements, which in turn means major peer-review activities. Recent or upcoming industry peer



reviews have covered or will cover the internal-events PRA model (Parts 2 and 3 of the standard),
the fire PRA (Part 4), and the fragilities aspect of the seismic PRA (Part 5).

Among the major areas of PRA work is the group’s support of the “significance determination
process” (SDP), under which important off-normal events and many other important plant-specific
safety issues are analyzed using PRA methods to determine their “safety significance.” The SDP
analyses follow a prescribed process using PRA methods that follows NRC guidance and industry
standard practice. This SDP work, whose importance to plant safety is very high, consumes
somewhere between a quarter and a third of all of the PRA group’s effort. This is typical of the
situation at other plants. The way the SDP analyses are performed is shared through information
exchanges with other nuclear power plants so that across the industry a gradual improvement in
the SDP analysis process has occurred.

The PRA group’s fire-PRA effort has also been deeply involved with supporting DCPP’s efforts to
come into conformance with the NRC fire-protection regulations that rely technically on National
Fire Protection Association NFPA Standard 805. There was major work by the DCPP PRA group over
the past 3 years to support the plant’s submittal to the NRC to convert its fire-protection program
to fall under NFPA 805 provisions. Indeed, it was perhaps the largest single aspect of the PRA
group’s work for some of this period. While the fire-PRA development effort at DCPP is not yet
complete, it is nearly so. The fire PRA had a recent peer review that found it to be of high quality,
and also that during the very week of this FF meeting the plant had made its NRC submittal for
NFPA 805 conversion, the culmination of several years of plant-wide effort (in both the PRA group
and the fire-protection group along with work in engineering.)

Work to support risk-based technical-specification development and to support the use of PRA
methods in outage management are other areas of important work for the group.

Another major area of current work is to bring the seismic PRA up-to-date. It is out of date in a few
areas, both in terms of a realistic modeling of the plant and when compared to the most modern
practice. There is new information about the seismic hazard at the DCPP site related to the
Shoreline Fault and to better seismic ground-motion propagation, and new approaches to analyzing
seismic fragilities of equipment; none of this has previously been integrated into the PRA model.
Work began over a year ago to remedy these issues and to bring the DCPP model back into the
forefront. Reliance on expert outside contractors for this work is essential, because the narrow
expertise required is available in only a few places worldwide. Fortunately, DCPP has engaged a
team of contractors judged to be among the strongest available, and some parts of that team
actually worked on the earlier DCPP seismic PRA in the 1980s, so they have the long view and the
relevant experience.

A major driving force for this seismic PRA upgrade work is the NRC 50.54(f) letter (12 March 2012)
that implements Recommendations 2.1 and 2.3 of the post-Fukushima NRC Near Term Task Force.
This letter, containing requirements for re-evaluations in the seismic area for every operating US
nuclear plant, will require DCPP to have an up-to-date seismic PRA by 2016. The current seismic PRA
work, which was launched well before the 2011 Fukushima accident in Japan, will achieve that goal



at DCPP well ahead of the 50.54(f) schedule.

The PRA group has been supporting DCPP and an industry-wide effort to use risk-type information
in the resolution of NRC Generic Issue 191, “Assessment of Debris Accumulation on PWR Sump
Performance.” The industry is proposing that NRC’s approach to a regulatory resolution of this issue
rely in a major way on PRA analyses, to support a technical approach that will both improve safety
and provide high confidence. The DCPP PRA group has been supporting this effort.

Another area of work is using PRA methods in analyzing how to categorize safety-significant and
safety-related structures and components. NRC’s rule 50.69 provides a modern approach to this
categorization that uses PRA methods to supplement the earlier ways in which items were
classified under NRC rules in terms of their importance for the achievement of safety. Another US
PWR plant, South Texas, has paved the way in this technical area, and a couple of others are now
applying the new methods. DCPP is considering this too. If applied properly, this new approach can
lead to improved safety, improved confidence, and more efficient use of both maintenance and
operations resources. The DCISC will need to follow developments in this area closely.

DCPP is now working with both Electric Power Research Institute and Idaho National Laboratory
experts in an effort to decide in which ways potential upgrades to the PRA software used in the
group’s work would be beneficial.

The DCPP PRA group’s work today is focusing both on completing work to develop new PRA
models in the fire and seismic areas and on applying PRA methods in several safety-significant
applications at the plant. The group is also growing, which is appropriate if it is to support DCPP as
it needs to. The work is proceeding well. The competence of the group and its recent
accomplishments attest to a strong PRA capability. The DCISC should undertake a further review
of this PRA area about a year hence, when the plant will have achieved additional major
milestones in its PRA development effort.

1 “Standard for Level 1/Large Early Release Frequency Probabilistic Risk Assessment for
Nuclear Power Plant Applications,” American Society of Mechanical Engineers/American
Nuclear Society, Standard ASME/ANS RA-Sa-2009 (2009).

4.8.3 Conclusions and Recommendations

Conclusion:

The DCPP Probabilistic Risk Assessment (PRA) group’s work today is focusing both
on completing work to develop new PRA models in the fire and seismic areas and
on applying PRA methods in several safety-significant applications at the plant. The
work is proceeding well.

Recommendations:

None
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4.9.1 Overview and Previous Activities

Note: because of the confidentiality agreement between the Institute of Nuclear Power
Operations (INPO) and its member nuclear plants, and a similar policy about DCPP’s
internal Nuclear Safety Oversight Committee (NSOC), only limited information can be
presented in this public document.)

Nuclear Safety Oversight and Review is an important function in the safe operation of nuclear
power plants. This oversight represents an independent, higher and/or broader level of review of
operations, events, occurrences, etc. than can be obtained from the organizations performing the
day-to-day plant, technical and quality functions. The Nuclear Regulatory Commission (NRC) is
charged by law to regulate the nuclear industry. In carrying out this responsibility the NRC issues
regulations and guides for nuclear safety and performs inspections at facilities to assure regulations
are met. NRC's role at DCPP is discussed in Chapter 3.0 NRC Assessments and Issues. NRC
regulations require, and DCPP Technical Specifications (TS) provide for, a high level of oversight in
the form of the Nuclear Safety Oversight Committee (NSOC).

Additionally, the nuclear industry seeks operational safety and excellence with the Institute of
Nuclear Power Operations (INPO) and the World Association of Nuclear Power Operators (WANO)
which perform periodic performance evaluations of each operating nuclear plant; coordinates the
collection, review and dissemination of operating event information; issues good practice
guidelines; provides specific event, technical and functional reviews; and issues and monitors
performance goals for the industry. PG&E is a member of INPO and participates in their programs.

The Diablo Canyon Independent Safety Committee (DCISC) provides an additional level of nuclear
safety review and oversight. As stated in Chapter 1.0, DCISC is charged to “ … review Diablo Canyon
operations for the purpose of assessing the safety of operations and suggesting any
recommendations for safe operations". In carrying out its responsibilities DCISC receives and
reviews DCPP operating and technical and NRC documents; performs fact-findings at DCPP and
holds several public meetings and public plant tours each year to hear PG&E reports on plant
operational safety and receive public input.

The DCISC observed the following oversight meetings/items during the previous reporting period
(2012–2013):

Status of INPO AFIs and Plans for 2013 Evaluation

In the previous reporting period the DCISC concluded that DCPP has developed a satisfactory plan



for addressing areas needing improvements identified in the Institute for Nuclear Power
Operations August 2011 evaluation.

4.9.2 Current Period Activities

The DCISC reviewed the following oversight items during the period:

INPO Update and Strategic Performance Improvement Plan

Institute of Nuclear Power Operations Evaluation Update (Volume II, Exhibit D.5, Section 3.9) and
Strategic Performance Improvement Plan (Volume II, Exhibit D.9, Section 3.6)

(Because of the confidential nature of INPO information, no details are presented.)

DCPP received some Strengths as well as Areas for Improvement, which the plant is working to
resolve. DCPP has developed a Strategic Performance Improvement Plan to track its progress in
addressing areas for improvement. The DCISC reviewed the Plan and its metrics Dashboard and
found both were satisfactory.

DCPP appears to be appropriately resolving their Institute of Nuclear Power Operations (INPO)
Areas for Improvement in an aggressive manner using its Strategic Performance Improvement
Plan.

Nuclear Safety Oversight Committee Meetings

There were no reviews of Nuclear Safety Oversight Committee Meetings during this reporting
period.

4.9.3 Conclusions and Recommendations

Conclusions:

DCPP has developed a satisfactory plan for addressing areas needing
improvements identified in the Institute for Nuclear Power Operations August
2013 evaluation.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.10, Radiation Protection

4.10.1 Overview and Previous Activities

DCPP Technical Specifications contain requirements on Radiation Protection (RP), and DCPP
has corresponding programs, and procedures to specify the details of their radiation protection
programs. Although numerical limits are specified, plant operators are also required to use the
philosophy of As Low As Reasonably Achievable (ALARA) to minimize excess radiation exposures
and releases. DCPP has a formal ALARA program; the program applies to personnel exposure in the
plant as well as normal releases to the environment. PG&E files reports semi-annually regarding
personnel exposures, releases outside DCPP and regular soil, vegetation, water and air samples
taken around the plant.

The DCISC regularly monitors DCPP personnel exposure. Collective radiation exposure is one of
DCPP’s performance indicators. DCPP also reviews any radiation protection events or incidents in
the industry that are reported in LERs or NRC violations. DCPP performance in radiation protection
has been satisfactory; however, PG&E collective doses have not been in the lowest quartile of the
industry. further improvement is achievable.

The majority of personnel exposure occurs during refueling outages when most of the work in the
Radiation Control Area (RCA) is performed. DCPP sets outage and annual goals for exposure, and
reports these at each DCISC public meeting. DCPP also submits a semi-annual report to NRC on any
planned, normal radioactive releases from the plant; DCISC reviews this report. Any abnormal
releases are reported in special reports, typically LERs, although there have been none since the
DCISC began in 1990.

The DCISC reviewed the following specific RP items during the previous reporting period:

2011 Annual Radioactive Effluent Release Report and 2011 Annual Radiological Environmental
Operating Report

Radiation Protection Program Audit for March/April 2012

Unexpected High Radiation Level during Movement of a Fuel Bundle in the Spent Fuel Pool

Radiation Release Information for the Public

Tritium Monitoring

Radiation Protection Program Effectiveness

In the previous reporting period the DCISC concluded that DCPP radioactivity releases this period,
as in previous periods, were very small fractions of Technical Specification and regulatory limits.



Overall, the DCPP Radiation Protection Program appears effective. The DCISC will continue to
monitor DCPP’s progress in radiation protection.

4.10.2 Current Period Activities

The DCISC did not review any Radiation Protection items during the current reporting period:

4.10.3 Conclusions and Recommendations

Conclusions:

Although the DCISC did not review Radiation Protection items in this reporting
period, in previous periods it has found that DCPP radioactivity releases have been
very small fractions of Technical Specification and regulatory limits and that,
overall, the DCPP Radiation Protection Program appeared effective. The DCISC will
continue to monitor DCPP’s progress in Radiation Protection.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.11, Quality Programs

4.11.1 Overview and Previous Activities

The DCISC has followed PG&E’s quality programs continuously since 1990. The DCISC looked at the following
aspects of the quality programs in Fact-finding meetings and public meetings in the previous period (2012–2013):

Quality Verification (QV) Perspectives

QV Briefing

Quality Verification (QV) appeared to be effectively performing its role as an independent assessor of site
activities with a special focus on safety. It appeared that QV continues to aggressively identify station quality
issues and follow up with station supervision to bring about resolution.

4.11.2 Current Period Activities

During the current period (2012–2013) the DCISC reviewed the following two topics related to Quality
Programs:

QV Audit Schedule

Software Quality Assurance & Cyber Security

QV Audit Schedule (Volume II, Exhibit D.1, Section 3.6)

QV audits are performed to: provide an objective evaluation of compliance with established requirements,
methods and procedures, to assess progress in assigned tasks, to determine adequacy of quality assurance
program performance, and/or to verify implementation of recommended corrective actions.

Audit findings are documented in the DCPP Corrective Action Program (CAP). The audited organization must
respond to findings within 30 days, documenting its responses or actions in the CAP. The audit team and Quality
Verification management determine the adequacy of the response. The audit team performs follow up and
adequacy of corrective actions. Audit issues or corrective action inadequacies may be escalated if significant.
There is a three-level escalation process going as high as the Chief Nuclear Officer.

The DCPP audit areas to be begun for the remainder of 2013 included the following:

Design Program Corrective Action Effectiveness

Fire Protection

Applied Technical Services

Technical Specifications & Testing

Fuel Management

Security

Corrective Action Program



Engineering & Maintenance Rule

Emergency Preparedness

Radiation Protection

Operations Activities

Procurement

QA Programs

Accredited Training

Geosciences

Security procedure non-adherence had been escalated to the second level, but was subsequently closed due to
QV receiving the required response and development of an aggressive action plan. This was the only escalated
item.

The top three QV concerns were as follows:

1. Troubleshooting – management oversight was less than effective to assure all aspects of troubleshooting
processes were satisfied during three troubleshooting activities.

2. Human Performance (HP) – a finding on HP had been issued in a January 2013 audit primarily in Electrical
Maintenance, and a Station Human Performance Strategy Plan was then developed to “Coordinate
strategies and corrective actions to improve and sustain human performance.” The Department-level event
rate showed improved performance and was meeting the 2013 goal. The station was focused on use of
error prevention tools.

3. Design Quality – Outage 1R17 had been impacted by several large projects with design problems; however,
Outage 2R17 was not impacted because improved milestone reporting and lessons-learned from 1R17
contributed to improved performance. A similar outcome was expected for Outage 1R18.

In addition to audits DCPP uses assessments and self-assessments to determine how well the station is meeting
its programmatic and technical requirements. These assessments are generally more limited in scope and do not
delve as deeply as audits.

DCPP’s Quality Assurance Audit Program appeared satisfactory, and the Quality Verification Department
appeared to be effective in identifying quality problems and getting action to resolve them.

Software Quality Assurance and Cyber Security (Volume II, Exhibit D.5, Section 3.10)

DCPP Procedure CF2.R8A, “Computer Hardware, Software, and Database Control,” Revision 8A, June 19, 2013
establishes policies and general requirements related to the quality and security of DCPP computer hardware,
software, and database control processes. Applications are divided into the following categories:

Power plant applications and systems

Business applications and systems

Security applications and systems

This “umbrella procedure” requires SQA and Cyber Security procedures commensurate with the importance of
the particular system and consequences of failure.



DCPP Software Quality Assurance (SQA) Program

SQA is a DCPP program intended to provide uniform requirements for preparing, revising, and maintaining
computer software, applications and systems that are used to produce or manipulate data used directly in the
design, analysis, and operation of plant structures, systems and components. The program applies to computer
systems that are under complete plant control as well as those that are proprietary and maintained by vendors
who are themselves required to have similar SQA Programs. There is a separate DCPP program for business-
related software.

Procedure CF2.ID9, “Software Quality Assurance for Software Development” controls the DCPP SQA Program for
the development of all new software applications (quality and non-quality related) that affect power plant
operation such as

Plant Process Monitoring (scan, log, and alarm)

Plant Process Control

Other applications related to power plant performance

Developed software applications and revisions to existing plant applications are controlled by their individual
approved SQA Plans. The development process follows the steps in the following chart:



Significant steps in this process are the Functional and Software Requirements Specifications, Software
Verification, Validation, and Installation Tests, Software Configuration Management Plan, and Software Quality
Assurance Plan. The last two documents are the controlling documents for maintaining configuration and making
any changes to the developed software. The important software development steps are subject to independent
validation and verification.

As shown the process is completed with the development of an SQA Plan for the particular application. In the
form of a procedure, an SQA Plan’s purpose is to provide requirements and guidelines for the design,
development, modification, and documentation of the application software. It provides for the overall
responsibilities, definition of terms, and general instructions for developing and maintaining the application.
Specific details for implementing SQA and Configuration Management (CM) are addressed.

Procedure CF2.ID2, “Software Configuration Management for Plant Operations and Operations Support” controls
the DCPP SQA Program. This procedure provides uniform, minimum acceptable requirements for preparing
Software Configuration Management Plans (SCMPs) and Software Quality Assurance Plan (SQAP) and
maintaining configuration control of computer systems and applications that are used for the monitoring or
operation of plant structures, systems, and components. This includes any software providing automatic control,
or software that provides indication of plant conditions to operate or make operational decisions about the plant.
Also controlled by this procedure are systems providing collection, storage, and/or retrieval of plant parameters
used to meet regulatory commitments or provide tuning of plant control or protection parameters

Configuration Management is the foundation for effective SQA. The SCMP documents software design,
modifiable source, database, data files, and hardware are to be maintained and controlled. The process for
system traceability is to be clearly outlined so that anyone can readily trace from the current baseline
configuration back to the initial baseline. Each system SCMP defines its initial baseline and the event that created
it. For new systems, lower level software design documents are incorporated as configuration items into the
current baseline configuration as separate entity from the archival version incorporated in the plant drawings. For
existing systems, lower level software design documents are brought into the baseline configuration as
practicable, and updated to show new changes. Once an SCMP or SQAP is developed and approved, it is stored
and maintained under revision control within EDMS in the NPG Library: Engineering/Digital Systems Engineering
directory. Changes to an approved SCMP or SQAP require the performance of a Licensing Basis Impact Evaluation
Screen and approval of the owner/supervisor of the SCMP/SQAP

DCPP reactor and other system controls have no direct connections to the outside “Computer world” in order to
prevent unwanted attacks or challenges from outside. Plant computers, which do connect outside, employ
multiple software firewalls and hardware “data diodes” to prevent incoming problems. System software is pre-
tested via factory acceptance tests (FATs) and/or site acceptance tests (SATs) on isolated development
computers before being installed in a system computer.

DCPP Cyber Security Program

(Due to the sensitive nature of cyber security, limited information is presented here.)

Because of the potential for a cyber attack on a U.S. nuclear power plant, the NRC issued 10CFR73.54, “Protection
of Digital Computer and Communication Systems and Networks,” in March 2009 to establish cyber security
requirements for the following plant functions:

Safety and important to safety functions

Security Systems



Emergency Preparedness Functions

Support systems

This typically includes all systems that use plant data, including Protection Systems, Safety Systems, Non-safety
Systems, Physical Access Control System, and systems unrelated to plant data, such as personnel work scheduling
and timekeeping, inventory control. The regulation addresses interconnections among digital systems, including
pathways for errors and malfeasance, interactions between digital systems and the plant, including new kinds of
failures and spurious actuations not addressed in traditional safety analyses.

NRC then issued Regulatory Guide 5.71, “Cyber Security for Nuclear Facilities,” providing implementation
guidance, and the Nuclear Energy Institute (NEI) issued NEI 0809, “Cyber Security Plan Template.” These
documents established guidance for acceptable cyber security plans utilizing the defense-in-depth strategy.

DCPP submitted its Cyber Security Plan and implementation schedule to NRC in a License Amendment Request
(LAR) on April 4, 2011. Two projects have been initiated to implement the plan: 1. Cyber Security Program
Implementation, and 2. Plan Data Network Isolation. Cyber Security implementation was performed as follows:

Assemble Cyber Security Assessment Team and perform walkdowns and tabletop discussions

Identify critical systems and critical digital assets

Isolate the plant data network

Control portable media devices

Include Cyber Security tampering in security records

Implement Cyber Security controls on selected critical digital assets

In 2013 NRC issued a cyber security enforcement discretion order, and The Nuclear Energy Institute (NEI) issued
its related clarification/guidance document for various levels of system significance. NRC is currently reviewing
the NEI document. DCPP expects to have fully implemented its Cyber Security Program, including plan
modifications, maintenance and operations procedure changes and plant training by December 31, 2015.

DCPP’s current Procedure CF2.ID11, “Cyber Security Assessment of Critical Digital Assets” spells out the
requirements for cyber security. Instructions for maintenance of the cyber security defensive strategy for a
system or application and its specific defensive model is included in the system specific System Configuration
Management Plan, as applicable. The defensive model for a system takes into account the physical security of the
plant and the physical security and defensive strategy of any interconnected systems.

A Software Configuration Management Plan (SCMP) identifies the following:

The software products to which it applies

The current software configuration of the application/system is documented and maintained

The organizations responsible for performing the work and achieving software quality and their tasks and
responsibilities

Required documentation

Standards, conventions, techniques, or methodologies which guide the software development, as well as
methods to assure compliance to the same

The required software reviews



Methods for maintaining cyber security of the system

Methods for assuring proper status control for the system and it's applications during the modification
process.

The methods for error reporting and corrective action

NRC is currently reviewing industry guidance documents for cyber security in order to issue a final cyber security
rule or guide. Nuclear plant operators, including DCPP, are moving ahead with their cyber security plans and
procedures based on existing and proposed guidance.

DCPP’s Software Quality Assurance Program appears satisfactory and effective. Though NRC has not yet issued
its final rules/guidance on nuclear power plant cyber security, DCPP and other nuclear power plant operators
have established cyber security procedures based on existing guidance and are moving ahead with their plans
and procedures based on proposed NRC/industry requirements. This also appears satisfactory. The DCISC should
follow up on cyber security after NRC issues its final rules.

4.11.3 Conclusions and Recommendations

Conclusions:

DCPP’s Quality Assurance Audit Program appeared satisfactory, and the Quality Verification
(QV) Department appeared to be effective in identifying quality problems and in stimulating
action to resolve them. QV has identified a continuing need for the station to prevent issues
from recurring, and DCPP has been focusing on this issue. DCPP’s Software Quality Assurance
Program appears satisfactory, as does its related Cyber Security Plan.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.12, Nuclear Fuel Performance

4.12.1 Overview and Previous Activities

The DCISC has been following performance of nuclear fuel and fuel-related matters at DCPP
since its beginning in 1990. The Committee receives regular reports on nuclear fuel performance
and any problems from PG&E both in fact-finding and public meetings and as input to the annual
report. DCISC follows-up on problems and activities in its fact-finding meetings at DCPP and PG&E
Headquarters.

DCPP fuel reliability is the most important fuel attribute monitored during operation. It is important
to assure that the fuel integrity is preserved to avoid fission product leakage into the reactor
coolant system (RCS) and ultimately into RCS cleanup and support systems resulting in increased
personnel dose, radioactive waste and potential off-site releases.

Since the DCISC was formed in 1990, fuel reliability had been excellent until November 1994 when
Unit 2 fuel began to show signs of leakage and experienced localized fuel damage. Unit 2 has had
several additional fuel leaks since then. Leakage is measured by the amount of radioactivity in RCS
samples, with a current goal of less than 5.0 x 10-4 microCuries (Ci) of Iodine-131 per gram of
coolant. The following depicts the RCS radioactivity trend for a five-year period:

Reactor Coolant System Radioactivity (microCuries/gram of coolant Iodine-131)

Period Goal (Ci/gm) Unit 1 Actual (Ci/gm) Unit 2 Actual (Ci/gm)

09–10 5.0 x 10-4 1.0 x 10-6 4.2 x 10-4

10–11 5.0 x 10-4 1.0 x 10-6 4.2 x 10-4

11–12 5.0 x 10-4 1.0 x 10-6 4.2 x 10-4

12–13 5.0 x 10-4 1.0 x 10-6 4.2 x 10-4

13–14 5.0 x 10-4 1.0 x 10-6 4.2 x 10-4

* Through June 2014

The DCISC investigated the following fuel-related topic during the previous reporting period:

New Nuclear Fuel Receipt/Inspection

The DCISC concluded in the previous reporting period that with the exception of a small leak in a
fuel assembly (not identified in a previous cycle) DCPP’s Unit 2 fuel has been performing defect-
free since Cycle 14. DCPP’s failed fuel procedure has been satisfactorily enhanced to better detect
failed fuel. Unit 1 has been defect-free since Cycle 4. DCPP continues to study the feasibility of



going to 24-month fuel cycles from the current 19-21-month cycles. The DCISC will follow this
issue.

4.12.2 Current Period Activities

The DCISC did not review any items in fuel performance area during the current reporting
period.

4.12.3 Conclusions and Recommendations

Conclusion:

Although the DCISC did not review nuclear fuel performance during the current
reporting period, it has concluded that DCPP’s fuel performance has been
satisfactory in previous periods.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.13, Equipment Reliability

4.13.1 Overview and Previous Activities

Aging-related degradation is the gradual degradation in the physical characteristics of a
system, structure, or component (SSC) which occurs over time and use, and which could impair the
ability to perform its design functions. The purpose of the Equipment Reliability (ER) Program is to
ensure that the plant continues to operate safely and within its design and licensing bases
throughout its life through the process of involving engineering, operation, and maintenance in
activities to control age-related degradations or failures of SSCs to within acceptable limits. The
scope of the SSCs to be covered by the program continues to evolve and expand. As a part of
Equipment Reliability (ER), the plant had developed System Long Term Plans (SLTP) which specify
needs and actions for systems for the next five years. DCPP had established an Equipment
Reliability Program with a dedicated Program Manager.

The DCISC reviewed the following ER topics during the previous reporting period (2012–2013):

Equipment Reliability Program

The DCISC concluded in its previous reporting period that DCPP’s Equipment Reliability Program
was strong and in good health; however, there continue to be equipment problems, which the
plant is addressing in its strategic and tactical plans.

4.13.2 Current Period Activities

Although this program was not individually reviewed during the current period (2013-2014),
DCISC reviewed the following topics related to equipment reliability:

Refueling Equipment Reliability

Unit 2 Reactor Coolant Pump Seal Failure Root Cause Evaluation

RC Pump 1-3 Seal Leakage

230 kV System Update

Deficient Critical Components Backlog and Critical Equipment Clock Resets

Safety System Functional Failures

Flashover Events

Refueling Equipment Reliability (Volume II, Exhibit D.5, Section 3.5)



The Fuel Handling System provides a means of handling and transporting nuclear fuel through the
following steps:

Receipt, inspection, and storage of new fuel assemblies (FAs)

Refueling process

Temporary storage in the Spent Fuel Pool (SFP)

Final disposition of being sent to the Independent Spent Fuel Storage Installation (ISFSI) or
offsite

The FHS components are separate for each nuclear unit within Containment and shared in the Fuel
Handling Building (FHB), which houses the SFPs. The system consists of the following major
subsystems and equipment:

Fuel Handling Building (FHB) Crane – assists in fuel handling activities

Moveable Walls in FHB – allows set-up of various size ventilation areas in FHB

Spent Fuel Pool (SFP) Bridge Crane – with two hoists the crane moves items (e.g., fuel
assemblies, rod control assemblies, miscellaneous components, etc.) in the FHB

New Fuel Storage Racks – stores up to 35 new FAs (and inserts) in air in a vault with sufficient
separation to prevent criticality

Spent Fuel Storage Racks – underwater racks in three regions (Region 1 with Boraflex, Region
2, and Temporary Cask Pit Storage Racks) for storage in up to 1478 spaces; however,
Technical Specification limits usage to 1433. The cask pit racks were removed when spent fuel
began being transferred to the ISFSI.

Fuel Handling Tools – tools to grip and move new and spent FAs and Rod Control Cluster
Assemblies (RCCAs)

New Fuel Elevator – a device in the SFP to lower new FAs into the pool and to hold spent FAs
for inspection or repair

Fuel Transfer System – components to transfer of fuel between the SFP and Containment.
Consists of the SFP Fuel Transfer Canal (with gate valve and flange), Fuel Transfer Tube,
Containment Refueling Canal, FA Container, Fuel Conveyor and Transfer Cart, Containment
and SFP Upenders

Containment Manipulator Crane – moves FAs for core defuel and refuel, operate refueling
tools, and provide two hoists for other refueling activities

Reactor Vessel Cavity Seal – provides a watertight seal between the reactor vessel and
reactor cavity so the cavity may be flooded for refueling operations

Temporary Reactor Head – allows draining the RCS without draining the refueling canal

Refueling Canal Flushing Valve – provides a connection for removing activity and sediment
from cavity decontamination water



There have been recurring problems with the equipment since Outage 2R14, including several
during Outage 2R17. An Apparent Cause Evaluation (ACE) was initiated in March 2013 to address the
problems until major modifications are begun in Outage 1R19. The apparent cause was identified as
“ … age-related degradation of Spent Fuel Pool bridge crane controllers exacerbated by limited
margin of the current 24-Volt control systems.” The three 2R17 events all involved contacts in the
24 Volt systems, which have little margin for degraded (dirty) contacts. Other failures were due to
lack of or inadequate regular inspections, maintenance (cleaning) or replacement and due to lack of
a thorough understanding by operators of the infrequently used system. These problems did not
adversely affect nuclear safety but mostly contributed to delays in fuel movement.

The following corrective actions were specified:

Replace the contacts in each unit’s Spent Fuel Pool Bridge

Revise Preventive Maintenance to better maintain components

Enhance periodic testing to check the functioning of the interlock position switches

Revise operator pre-job briefs to reinforce awareness of the unique design functions for fuel
handling personnel, engineers, and operators

Regarding the Fuel Handling System health reports, Unit 1 was rated White (acceptable), and Unit 2
was rated Yellow (operable but unacceptable). The main issues driving system health are
replacement parts unavailability and obsolescence.

System performance was good in Unit 1 during Outage 1R17: core offload was two hours behind
schedule, and reload was four hours ahead of schedule. For Unit 2 during 2R17, core offload was 37
hours behind schedule and reload was six hours ahead of schedule. The systems are expected to
return to Green when the long-term upgrades are implemented and spare parts are available. The
current schedule to implement the long-term solution was as follows:

Item Unit1 Unit 2

Spent Fuel Pool Cranes Mid-2015 Late-2015

Fuel Transfer System Outage 1R20
(May 2017)

Outage 2R20
(February 2018)

Manipulator Cranes Outage 1R21
(February 2019)

Outage 2R20
(February 2018)

The upgrade is expected to save six to nine hours in fuel movement time.

Additionally, the Unit 1 mechanical Rod Cluster Control Assembly (RCCA) Change Tool is not
working properly, and a repair or new one is needed in time for Outage 1R18. The work has been
approved and budgeted.

The DCPP Fuel Handling System has been problematic since Refueling Outage 2R14, and caused



significant delays in Outage 2R17 fuel movement but no nuclear safety concerns. The problems are
mostly due to age-related issues and lack of adequate inspection, maintenance, and component
replacement, especially electrical contacts, of the infrequently used system. Through an Apparent
Cause Evaluation, DCPP identified corrective actions to bridge the gap between Refueling Outages
2R17 and 1R19, when major modifications to the system will begin. The interim corrective actions
appeared satisfactory.

Unit 2 Reactor Coolant Pump Seal Failure Root Cause Evaluation (Volume II, Exhibit D.3, Section
3.2)

In February 2013, while taking Unit 2 off-line for the 2R17 Refueling Outage, operators determined
that the RCP 2-2 seal had a problem based on seal leakoff high flow alarms. Subsequent inspection
revealed a significant amount of boric acid crystals on the pump splash guard. Seal disassembly and
inspection performed during the outage determined that all 12 of the seals (three for each of the
four pumps) had damage that exceeded the rejection criteria. Most seal parts were replaced and an
RCE was initiated which resulted in the following two sub-problem statements:

1. Foreign material was transported from the Reactor Coolant Drain Tank (RCDT) drain header
into the RCP seal packages, damaging the No. 2 and 3 seals in RCPs 2-1 and 2-2.

2. Foreign material was transported into all four RCP seal packages from the Seal Injection
System (SIS) and/or unfiltered Reactor Coolant System (RCS), damaging all seals in all four
RCPs.

The RCE Team performed a Comparative Timeline Analysis, Fault Tree Analysis, and an Event and
Causal Factors Analysis. The root causes were identified as follows:

Root Cause for Sub-Problem 1: Inadequate procedural guidance and unclear coordination between
applicable procedures, associated with properly aligning the RCDT prior to draining the Pressurizer
Relief Tank (PRT), given the system’s low margin/high sensitivity to pushing water into the RCP
seals during this evolution.

Corrective Actions for Sub-Problem 1:

1. Revise appropriate procedures to ensure clarity and coordination

2. Implement a design modification to eliminate the potential for a pressure/level increase in the
RCDT.

3. Provide OE training on the event for Operator Continuing Training and update operations
initial training on the event.

Root Cause for Sub-Problem 2: Poor historical Foreign Material Exclusion (FME) practices that
allowed foreign material into the SIS downstream of the seal injection filters.

Corrective Actions for Sub-Problem 2:



1. Perform a flush of the SIS lines in Outage 2R17 from the seal injection filters up to all four RCP
seal inlet flanges while opening all available drain lines.

2. Revise procedures that allow seal injection to be secured when the RCPs are not back-seated
to add a precaution and limitation step detailing the potential impact of securing seal
injection while the RCPs are not back-seated.

The foreign material was diverse, and the RCE Team concluded that its sources were also diverse,
e.g., maintenance, modifications, and open RCS (i.e., refueling cavity).

DCPP responded properly to the failure of the seals in its Unit 2 Reactor Coolant Pumps in Outage
2R17 by replacing most seal parts and initiating a Root Cause Evaluation. The evaluation appeared
comprehensive, correctly identified the root and contributing causes, and specified appropriate
corrective actions to prevent recurrence.

Reactor Coolant Pump 1-3 Seal Leakage (Volume II, Exhibit D.8, Section 3.10)

The problem in this most recent seal leakage case was experienced while returning Unit 1 to
operation after Refueling Outage 1R18. Only one of the four Unit 1 Reactor Coolant Pumps was
affected, and the problem was not due to foreign material entering the pump seal. The mechanical
seal in question is the Number 1 seal of three seals for Unit 1’s Reactor Coolant Pump 3 (RCP 1-3).
The Number 1 seal is a “film riding” seal whereas the Number 2 and 3 seals are “face rubbing” seals.
The Number 1 seal allows a small amount of reactor coolant to flow from the Reactor Coolant
System across the seal from which the coolant is piped to the Volume Control Tank (VCT), thereby
lubricating the shaft seal and minimizing friction. This particular seal package had been replaced
during Refueling Outage 1R16 in October 2010, and had not experienced problems requiring plant
action since then. This most recent leakage problem developed when Unit 1 was in the process of
returning to operation following Refueling Outage 1R18 in March 2014.

When RCP 1-3 was started on March 7, 2014, with Unit 1 still in Mode 5 (Cold Shutdown condition),
the seal return flow to the VCT was within allowable operational limits and remained as such until
the next day. Then, on March 8, when the plant was still in Mode 5, the seal experienced a higher
than expected return flow (3.5 gallon per minute)(gpm) during a VCT venting activity. However, the
return flow returned to the normal band in late morning, with no other coincident activities being
performed. Later that day and thereafter RCP 1-3 experienced higher than expected seal return
flow compared to the seal return flows of the other three Unit 1 RCPs. (3.5 – 4gpm for RCP 1-3
compared to 2.2 – 2.7 gpm for the other three RCPs). Also, the variation in RCP 1-3’s return flow
seemed to be linked to the pressure in the Volume Control Tank. Seal leak off greater than 5.0
gallons per minute activates an alarm and would reflect a need to shut down if the plant were
operating and if the problem did not clear.

Following startup from 1R18, vibration readings on RCP 1-3 were acceptable. Nevertheless, the
station continued to monitor RCP 1-3 leak-off closely. It continued to experience higher than
expected seal leak-off flow return rates, yet they were below the level requiring a plant shutdown.



However, on March 16 the leak-off rate alarm (5.0 gpm) activated a number of times and the leak-
off flow then increased to over 6 gpm. The vendor-recommended maximum Number 1 Seal Return
Flow for continuous operation, which is reflected in station Operating Procedure OP AP-25, “Rapid
Load Reduction,” is 6 gpm. (A Seal Return Flow of 7 gpm would have dictated a Reactor Trip.) Thus,
the station performed a controlled shutdown of Unit 1, and remained in forced outage 1X19 from
8:20pm on March 16, 2014 until 3:30am on March 27, 2014.

Troubleshooting for the cause of the problem focused on the following possibilities:

Foreign material on the seal face or in the channel seal area

Aging of the O-rings or the channel seal

Mechanical damage due to:

Seal rub during start of the Reactor Coolant Pump

Seal damage during cocked seal/mechanical agitation

Seal damage due to motor rotor/stator swap

Seal damage due to alignment issues

The station also sought and examined operating experience that was available in the industry
regarding other stations that might have experienced a similar problem. From the above
framework, an Action Plan was constructed, with actions assigned to over a dozen individuals or
work groups. Milestones were also developed for the process.

On March 19, disassembly of the three seals for RCP 1-3 showed that the #1 seal shaft-to-runner O-
ring had a 3 inch radial length piece missing. This O-ring provides part of the pressure boundary
between the Reactor Coolant System and the #1 seal leakoff. Further troubleshooting to determine
the cause of the damage to this O-ring revealed that the pump shaft and rotor shaft of RCP 1-3
were substantially misaligned in both the concentric and angular directions. The measured
misalignment in the concentric direction was 90 thousandths of an inch (0.090 inch), compared to
the acceptance criterion of 2 thousandths of an inch (0.002 inch). The measured misalignment in
the angular dimension was 12 thousandths of an inch (0.012 inch), compared to the acceptance
criterion of 1 thousandth of an inch (0.001 inch). Both DCPP and the vendor concluded that these
misalignments together were the probable cause of the O-ring damage and the leakage.

Air gap measurements were then taken of the motor and were found to be satisfactory, which
implied that the stator and rotor were not the likely cause of the misalignment. Further
troubleshooting of the misalignment and examination of potential causes led to the following
possible causes of the misalignment:

The pump shaft shifted slightly in angularity from the motor shaft during 1R18 prior to motor
alignment with the pump.

The process of connecting and aligning the motor shaft with the pump shaft during outage



1R18 caused misalignment between the pump and motor shaft.

Because of the damage to the seal, it was not possible to conclusively determine the true root
cause of this misalignment. However, PG&E, in conjunction with representatives from DCPP’s
Nuclear Steam Supply System vendor (Westinghouse) and other external contractors, concluded
that the misalignment must have occurred during the process of aligning the motor and pump
shafts during the outage.

The pump and motor of RCP 1-3 were then properly aligned, and the pump was tested and returned
to service. Unit 1 exited the outage on March 27, 2014.

Operational actions taken by DCPP in response to a deteriorating seal on Reactor Coolant Pump 1-
3, which included careful monitoring of seal performance during both plant start-up and early
operation after refueling outage 1R18 and the decision to shut down the Unit prior to reaching the
seal’s leakage limit specified by station procedure, appear to have been appropriate for ensuring
safe plant operation. In the process of diagnosing the cause of the problem and returning Unit 1 to
power operation, the station’s analytical and remedial actions, including the use of vendor
expertise and input as well as the experiences of other plants in the industry, also appear to have
been appropriate and effective. DCPP’s Quality Verification Group performed an insightful
assessment of the key aspects of this event. The resulting twelve-day forced outage appears to
have been an avoidable event. The identified root cause of the seal leakage appears reasonable, as
do the station’s intended follow-up steps to prevent recurrence.

230 kV System Update (Volume II, Exhibit D.4, Section 3.6)

The 230kV system is DCPP’s primary source of Vital AC electrical power, in the event of a loss of
normal power from a station main turbine generator. DCPP’s 230kV system is served by PG&E’s
offsite 230kV system through two incoming lines to the switchyard. In turn, DCPP is then served by
one 230kV line from the switchyard to the plant.

The DCISC has been examining the status of the 230kV system for a number of years. Throughout
this period the system supplying both units has been rated as Yellow, i.e. Deficient. Longstanding
issues have been related to maintaining voltage on the bus, which supplies power to the station’s
4kV vital buses as discussed above. The main reason for this, currently, is a PG&E offsite 230kV
transmission system issue. The 230kV offsite capacity margin is continually decreasing with area
load growth, thereby increasing the likelihood that the station’s 230kV system may not be able to
perform fully when called upon.

To help address this issue, DCPP has been taking action to prevent any nonessential 4kV equipment
loads from being supplied by the 4kV Vital Buses in order to ensure that sufficient electrical power is
available for vital equipment in situations when DCPP’s main generators are unable to supply power
to the station. DCPP is also pursuing the feasibility of installing Main Generator Output Circuit
Breakers onsite to provide another option for sources of emergency power to the station. The
current scoping study for this installation projects 5 years from commencement to completion, i.e.



completion would be expected in 2017.

To partially address the issue, DCPP is pursuing a License Amendment for replacing the current
undervoltage relays with more reliable/robust relays. Also, to further address the problem of
voltage fluctuations, DCPP is planning to install VAR (i.e. Voltage/Amperage/Resistance)
Compensators in the 230kV switchyard. These devices are commonly used in high voltage
transmission networks for stabilizing voltage. Nevertheless, the VAR Compensators do not appear
to fully compensate for the issue that PG&E is experiencing with continually increasing demand on
its 230kV system. This particular issue resides with PG&E’s corporate office, which is examining
options with respect to addressing the 230kV voltage fluctuation problem by modifying the offsite
grid.

DCPP is taking action within its own capacity to address the issue of voltage fluctuations on the
230 kV system. PG&E’s Transmission organization is also engaged in examining options for
remedial action. The options being examined and pursued by both DCPP and PG&E’s transmission
group appear to provide satisfactory remedies to this issue.

Deficient Critical Components Backlog and Critical Equipment Clock Resets (Volume II, Exhibit D.6,
Section 3.3)

Deficient Critical Components Backlog

The Deficient Critical Components Backlog Orders, a weekly reported indicator, had been rated as
Yellow (Deficient) in 70 of the 78 weeks tabulated between mid June 2012 and early December
2013. In eight of the weeks during that same period, the indicator was rated as Green (Good). In
none of the above-mentioned 78 weeks was that indicator reported as Red (Unsatisfactory).

“Deficiencies” (as tabulated in the above indicator) represent conditions that do not impede the
component’s ability to perform its function. The component continues to fully function and remains
fully operational.

However, there appeared to be an undesirable growing trend in this indicator. When the indicator
worsened from Green to Yellow in mid-March 2013, the backlog increased from 49 to 59. Since that
time the backlog varied in the Yellow band, but on a generally increasing trend, numbering from
the mid-50s to the mid-to-upper 60s, where it stood at 68 in early December 2013.

Equipment Reliability is a team effort of the Engineering, Maintenance, and Operations groups. One
of the issues of concern at DCPP was that more equipment is being broken during maintenance
activities than has occurred historically. Another issue is the aging of equipment. Since 2011 there
has been an increase in the number of events tied to age-related component degradation. Also,
lead times for obtaining replacement components have become longer as the plant has aged.

Critical Equipment Event Clock Resets



A Critical Equipment Event Clock reset is defined as the occurrence of any of the following:

Any equipment failure that directly results in an automatic reactor trip

Any equipment failure that directly results in an NRC reportable condition under the Federal
Code of Regulations 10CFR50.72 or 10CFE50.73

Unplanned entry into a Technical Specification Limiting Condition for Operation, i.e. Any
equipment failure that directly results in an unplanned entry into a short (less than or equal to
24 hours) shutdown or derate Technical Specification Action Statement

Any equipment failure that directly results in an unplanned reduction in power greater than 2
percent or a forced outage

The performance measure for this indicator is the number of such events that occur during the
prior 12-month period. The grading system is as follows:

Green: ≤ 6 (Good)

White: > 6 and ≤ 8 (Needs Improvement)

Yellow: < 8 and ≤ 10 (Deficient)

Red: 10 (Unsatisfactory)

DCPP’s Plant Performance Improvement Report for November 2013 showed the monthly ratings for
the following periods in 2013:

January and February: White

March: Green

April: White

May: Green

June and July: White

August and September: Yellow

October and November: Red

Looking back into 2012, the monthly ratings were as follows:

January through November: Green

December: White

Because of the significance of these types of events, DCPP reports, tracks, and analyzes these
occurrences. The more recent events, reported in the PPIR were as follows:

Two events occurred in October 2013:

1. Unit 1 Circulating Water Pump failed to start.



2. Unit 1 Main Feedwater Pump 1 Tripped due to the trip of 480 Volt Bus 15D.

Three events occurred in August 2013:

1. Start-up Transformer 1-1 became inoperable due to relay failure.

2. Start-up Transformer 1-1 tripped due to a failure of the diverter component of the Load
Tap Changer.

3. Unit 2 received a Rod Control Urgent Failure Alarm while performing a Surveillance Test
Procedure for Exercising Full Length Control Rods.

Equipment problems and failures increased the frequency of Critical Event Clock Resets in the
second half of 2013. Also, equipment problems due to aging have led to an increasingly negative
trend in the station’s Deficient Critical Component Backlog Orders.

Safety System Functional Failures (Volume II, Exhibit D.3, Section 3.12 and Exhibit D.7, Section 3.7)

A Safety System Functional Failure (SSFF) is defined as “the failure of or the loss of the ability of a
system safety function to shut down the reactor and maintain it in a safe shutdown condition,
remove residual heat, control the release of radioactive materials, or mitigate the consequences of
an accident.” Therefore, a safety system may meet a Technical Specification (TS) limiting condition
for operation (LCO), but exhibit an SSFF at the same time. The number and frequency of these
SSFFs affects the degree of the NRC’s oversight of a nuclear facility.

Between Ju1y 1, 2010 and August 31, 2011, DCPP Units 1 and 2 experienced a combined total of 12
SSFFs. Of these 12 SSFFs, four were common to both units. DCPP’s Root Cause Evaluation (RCE)
Report of these SSFFs notes that, beginning with the discovery of incorrect open limit switch
settings on motor-operated Emergency Core Cooling System (ECCS) sump suction valves in 2009,
“DCPP experienced multiple events that resulted in the loss of a system safety function to shut
down the reactor and maintain it in a safe shutdown condition, remove residual heat, control the
release of radioactive materials or mitigate the consequences of an accident.”

DCPP’s examination of this issue in its Root Cause Evaluation (RCE) was extensive and detailed, and
included reviews of operating experience within the industry. The examination concluded that
DCPP lacked clear standards for risk assessment, risk evaluations, and risk mitigation activities that
could, and did, result in SSFFs. It further concluded that, when reviewing evaluations, the station
had a tendency to justify and accept the evaluations rather than to provide a healthy challenge to
them. It also noted that opportunities had been missed to reinforce high standards, that resolutions
of identified risks were sometimes incomplete, and that there was sometimes no means or
expectation for identifying risk significant activities. A contributing cause identified by the station
was that “station personnel had insufficient understanding of the definition of an SSFF, resulting in
failure to recognize that adherence to station procedures and plant Technical Specification action
requirements does not prevent SSFFs.

To address the root and contributory causes of this adverse trend in SSFFs, DCPP developed 30



planned actions, which collectively comprised one of the eight areas for improvement in a broader
“Regulatory Excellence Action Plan.” The first major component of the Action Plan to address
Safety System Functional Failures involved completing a Root Cause Evaluation (RCE). Based on this
RCE, DCPP took additional augmented corrective actions and established processes to preclude
SSFFs from happening from initiating events. A partial list of these actions included the following:

Update the applicable procedure to include all modes of operation and expand the list of
Single Failure Vulnerable Systems to include shared portions of systems that create a single
point vulnerability.

Establish risk mitigation actions for any condition, which reduces vulnerability to SSFF to loss
of a single component, power supply, or train.

Establish the Station Focus Area that includes the top five human performance error
prevention tools (the “High Five”).

Require Outage Scope Review Team (OSRT) identification of SSFF vulnerabilities and
establishment of risk-commensurate mitigations when repair will be delayed or deferred.

Develop and proceduralize a clear standard for evaluations of conformance to licensing basis
and SSFF vulnerability to be implemented in Operating Experience Assessment, plant
modifications, design and licensing basis reviews, NRC communications, and Licensing Basis
Verification Program processes.

Educate station Senior Reactor Operators, managers, senior leadership team, and engineers
such that they can recognize a SSFF or potential SSFF challenge.

The trend of SSFFs at DCPP is as follows:

Quarter Unit 1 SSFFs Unit 2 SSFFs

1Q13 3 3

2Q13 3 4

3Q13 3 4

4Q13 3 3

1Q14 4 2

It appeared to the DCISC Fact-finding Team that no improvement has yet been achieved since July
2010, when originally reviewed.

DCPP’s performance on reducing or eliminating Safety System Functional Failures (SSFFs) has not
improved despite implementation of a corrective action plan. This is a DCISC concern.

Flashover Events (Volume II, Exhibit D.8, Section 3.7)

Electric flashovers are electric discharges (arcs) from an energized component to ground or to
another object that is normally insulated from the component that is the source of the arc. This



flashover results from deterioration in the insulated path between the source of the arc and the
object that is on the receiving end of the arc. In the case of DCPP the source of the arc was a 500kV
system. The first of the flashover events occurred in October 2012, during a light rain, when visible
arcing was noted on the Unit 2 A and B Phase Main Bank Transformer (MBT) Coupling Capacitive
Voltage Transformers (CCVTs). Soon afterward, the A phase MBT CCVT flashed over to ground,
causing a single-line-to-ground fault, which in turn caused the 500kV tie-line differential relay to
actuate, resulting in a Unit 2 Turbine Trip and Reactor Trip.

The somewhat similar Unit 2 reactor trip occurred in July 2013 during a periodic hot washing of the
500 kV insulators for Unit 2, after having performed the hot wash for Unit 1. These hot washings
have been conducted about every six weeks since about 1996. Their purpose is to remove
contaminants. The root cause of this event was determined to be inadequate controls for oversight
of supplemental PG&E transmission line personnel and for on-line risk analysis that resulted in a
conductive overspray, which induced an external arc around the lightning arrester insulation
resulting in a flashover.

During the period after the second flashover event, which occurred in July 2013, DCPP developed
organization measures aimed at minimizing the likelihood of events that might result from high and
very high-risk work activities. These measures, summarized below, appeared to be reasonable:

Convening a Risk Readiness Review Board (RRB) with all key stakeholders to scrutinize the
actual work documents that will govern the work

Notifying the Station Director, Site Vice President, and the Chief Nuclear Officer of the results
of the RRB’s review prior to conducting the planned work
(The convening of these RRBs was intended to be performed until site management has
confidence that affected station personnel fully understood the risk implications of high and
very high work activities.)

Increasing observation time in the field by the leadership team.

Other preventive measures include strengthening DCPP’s configuration control agreements with
PG&E’s Transmission organization to ensure, prior to work in the field, that PG&E system work
activities affecting DCPP offsite power sources are carefully controlled and also monitored by DCPP
personnel.

Nevertheless, at 11:30 A.M. on February 2, 2014, after about an hour and a half of light rain, the Unit
2 Main Bank Transformer “B” Phase Lightning Arrester failed, causing a single-line-to-ground fault
and the subsequent operation of the 500kV tie-line differential relay. The actuation of the
differential relay opened the Unit 2 generator output breakers, which then actuated a turbine trip.
This resulted in a Unit 2 reactor trip from 100% power. No work was being performed on the line or
on any components connected to the line. There was no actual overvoltage condition. All plant
equipment responded as designed, and there were no injuries.

However, this third event prompted an extensive Root Cause Evaluation of the event in order to



identify potential causes of the event and to determine the most likely cause(s).

Lightning arresters from Units 1 and 2 A, B, and C phases were examined at a laboratory to help
determine potential causes. Some errors were found in the assembly process for Unit 2 B&C phases
and for Unit 1 C phase. Some arresters showed evidence of rust/corrosion. However, for Unit 2 B
phase, it was inconclusive whether the rust was introduced before or after the failure. Moreover,
the other phases were subjected to and passed the manufacturer’s leak test during this forensic
examination. This led to the conclusion that the only viable source of oxidation was ozone, which is
a product of partial discharge in the lightning arrester during operation.

The result of these analyses and independent reviews was a determination that the most likely
potential causes were as follows:

Asymmetric deposition of “extra heavy” levels of contaminants on the surface of the
lightning arrester resulting in uneven voltage gradients across the lightning arrester causing a
current path internally which led to a full internal arc through.

Heavy contamination exceeded the external capacity to withstand an arc, causing an external
failure which subsequently initiated an internal failure.

Assembly errors resulting in internal contamination initiating an internal failure.

As a Contributing Cause, it was noted that industry standards established by the Institute of
Electrical and Electronics Engineers (IEEE) for design and testing of lightning arresters are silent
with respect to non-uniform contamination levels, rate of contamination build-up exceeding
polymer absorption capacity, and the acceptability of external to internal voltage gradient margins.

Also, during this event review it was noted that the Original Equipment Manufacturer of these
devices has over 2,000 of them installed worldwide and has never received a report of a failure
similar to what was experienced at DCPP.

As an interim corrective action, the three Unit 2 lightning arresters have been replaced with those
of a different design that is more reliable in an environment of extra heavy contamination. The
characteristics of these new arresters also reduce their susceptibility to changes in the external
electric field. In addition, until more robust lightning arresters can be designed, procured, and
installed, the current replacements will be cleaned nominally every three months, and this
frequency can be adjusted based on meteorological and contamination monitoring data. Also,
external leakage current monitors will be designed, procured, and installed for the lightning
arresters.

Ultimately, new lightning arresters need to be designed and installed that are capable of
functioning during an entire operating cycle without having to shut down for cleaning. This will
involve creating procurement requirements, making inspections at the manufacturer’s facilities,
and testing of the arresters. In this vein PG&E plans to formally request the manufacturer to
encourage the IEEE to revise their standard for lightning arresters to address non-uniform



contamination levels, the rate of contamination buildup, and acceptable external to internal voltage
gradient margins. Follow-up activities will then involve revising the contamination monitoring
program accordingly and establishing an appropriate preventive maintenance program.

The Unit 1 lightning arresters are located on the east side of the northeast corner of the Turbine
Building and directly north of the Unit 1 Containment. The Unit 2 lightning arresters are located in a
more contained area bordered on west side by the south end of the Turbine Building, on the north
side by the Unit 2 Containment Structure, and on the south side by the Administration Building. In
this regard DCPP’s Root Cause Evaluation (RCE) concludes the following: “Due to the positioning of
the diesel generator exhaust stack and wind tunnel effects caused by the Turbine and
Administration Building, external contamination is more likely to be concentrated when deposited
on insulators in the Unit 2 transformer yard. External voltage differences could induce an external
failure eventually leading to an internal failure of the lightning arrester.”

DCPP’s Root Cause Evaluation of Unit 2’s trip from 100 percent power following a failure on the
500kV Main Bank Transformer B phase lightning arrester is extensive. Although damage to the
affected equipment prevented an absolutely definitive determination of the root cause(s), the
conclusions and corrective actions appear to be reasonable.

4.13.3 Conclusions and Recommendations

Conclusions:

The DCPP Fuel Handling System has been problematic since Refueling Outage 2R14.
Problems have been mostly due to age-related issues and lack of adequate
inspection, maintenance, and component replacement, especially electrical
contacts. Interim corrective actions are to be employed until Refueling Outage
1R19, when major modifications to the system will begin; and the interim
corrective actions appeared satisfactory. DCPP responded properly to the failure of
the shaft seals in its Unit 1 and Unit 2 Reactor Coolant Pumps in Outages 1R18 and
2R17 respectively by replacing most seal parts and initiating a Root Cause
Evaluation, and the evaluations appeared to be comprehensive and accurate. The
options being examined and pursued by both DCPP and PG&E’s transmission group
appear to provide satisfactory remedies to the issue of voltage fluctuations on the
230kV system. Equipment problems and failures increased the frequency of Critical
Event Clock Resets in the second half of 2013. Also, equipment problems due to
aging have led to an increasingly negative trend in the station’s Deficient Critical
Component Backlog Orders. DCPP’s performance on reducing or eliminating Safety
System Functional Failures (SSFFs) has not improved despite implementation of a
corrective action plan. DCPP’s Root Cause Evaluation of Unit 2’s trip from 100
percent power following a failure on the 500kV Main Bank Transformer B phase
lightning arrester is extensive and appears to be reasonable.

Recommendations:



None
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24th Annual Report, Volume 1, Section 4.14, Organizational Effectiveness and
Development

4.14.1 Overview and Previous Activities

The focus of Organizational Effectiveness and Development is centered upon the prior process
transformation and process structure and organizational effectiveness initiatives. DCPP’s cultural
change efforts, leadership initiatives and activities, strategic change efforts, etc, are intended to
function as interrelated efforts. This focus also supports an industry initiative to review cultural
change, leadership issues, and even human performance, under the area of “organizational
effectiveness.”

PG&E developed a DCPP Five-Year Business Plan to be sure all departments’ goals and plant goals
have total alignment. Prior to the business plan, the plant and department goals and objectives did
not have total alignment.

PG&E began discussions in July 1999 with four other similar, well-run nuclear stations (Callaway,
Wolf Creek, South Texas and Comanche Peak) to explore shared cost savings and increased
industry influence through alliances and to ultimately decide whether to form a joint nuclear
operating organization called the Strategic Teaming and Resource Sharing (STARS) initiative. A
STARS management structure was established and implementation teams created to begin on
approved initiatives.

In previous reporting periods the DCISC reviewed the following Organizational Effectiveness topic:

2012 and 2013 DCPP Operating Plans

STARS Update

Human Performance/Equipment Reliability Issue Communication Process

DCPP has several activities, which enhance its Organizational Effectiveness, such as its emerging
issue process to organize, communicate, and correct issues involving equipment reliability and
human performance; its Operating Plans; and its membership in STARS, a consortium of seven
nuclear plants for sharing of resources.

4.14.2 Current Period Activities

During the current period, the DCISC reviewed the following Organizational Effectiveness and
Development items:

DCPP Operating Plan



Nuclear Gen Progress Reports

DCPP Operating Plan and Nuclear Generation Progress Report for 2013 and Goals for 2014 (Volume
II, Exhibit D.8, Section 3.3; Exhibit 3.4, Section 3.9; and Exhibit B.6)

The DCISC annually examines DCPP’s operating performance compared to its annual performance
goals as established in DCPP’s Annual Operating Plan. PG&E provided a summary of its
programmatic focus and accomplishments during 2013 as well as its plans for 2014. Data was
provided as follows:

Performance Goal Goal 2013 Actual 2013 Goal 2014

1. OSHA Recordable Rate ≤ 0.136 0.110 ≤ 0.136

2. Collective Radiation
Exposure (person-Rem)

≤ 35 32.806 ≤ 70 (two
refueling
outages)

3. Equipment Reliability Index ≥ 91 87.5 ≥ 93

4. Operational Focus Index ≤ 0.60 0.526 Not Included as a
2014 PI

5. NRC Performance
Indicators

All Green, No
Substantive Cross-
cutting Issues

Mixed All Green, No
Substantive
Cross-cutting
Issues

6. Corrective Action Index ≥ 92 85 Not Included as a
2014 PI

7. Human Performance:
Station Station Clock Reset
Rate

≤.0040 0.0062 ≤ 0.0047 (2
events in 2014)

8. Outage Duration ≤ 52 days 48.8 days ≤ 33 days each
unit

9. Environmental Index ≥ 92 92.5 ≥ 92

The DCISC has been following the station’s statistical performance as a routine activity, and the
tabulation above reflects the continuation of a generally improving performance trend, especially
with regard to collective radiation exposure, outage management, and regulatory performance
with regard to avoiding NRC Substantive Cross Cutting Issues. At the same time, DCPP’s regulatory
goals include achieving Green ratings from the NRC in the areas of Human Performance, Problem
Identification and Resolution, and Safety Conscious Work Environment. The rating scale is Green,
White, Yellow, and Red where Green reflects strong performance and Red reflects the existence of
a Substantive Cross-cutting Issue. At the end of 2013 DCPP’s performance for Safety Conscious
Work Environment was Green, for Problem Identification and Resolution was White, and for Human
Performance (Human Error Prevention) was Yellow.



Of special note, and not reflected in the above data and discussion, is station performance during
refueling outage 1R18 earlier in 2014, during which outage duration, industrial safety, and collective
radiation dose were very well managed.

4.14.3 Conclusions and Recommendations

Conclusions:

DCPP’s operational performance, measured by various statistical parameters,
during 2013, and into 2014, is representative of the continuation of a generally
improving trend since at least 2010. This trend is especially reflected in
improvements in outage management and collective radiation exposure and in
avoiding NRC Substantive Cross-cutting Issues. Areas that DCISC should consider for
future review during 2014 include Equipment Reliability, Human Performance, and
implementation of the Corrective Action Program.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.15, System and Equipment Performance/Problems

4.15.1 Overview and Previous Activities

During past periods, the DCISC had reviewed the performance and problems of DCPP equipment and
systems as well as the actions taken by PG&E to resolve them.

During the previous period (July 1, 2012 – June 30, 2013), the DCISC reviewed the following items:

Plant Health Committee

Unit 2 Containment Concrete Inspection Results and Comparison to Unit 1 Results

Safety System Functional Failures

Control Room Habitability Issues

Containment Fan Cooler Unit Status

Pressurizer Weld Overlay Issue

Containment Hatch Closure following Earthquake

Reactor Coolant Pump Seal Problem

Reactor Vessel Coupons

Control Room Envelope

Process Control System Replacement

The DCISC performed the following system/component reviews and/or walk downs with DCPP
System/Component Engineers in the previous period:

230 kV System Review

Condensate System Review

Large Transformer Update

Emergency Diesel Generator Review

Station Cranes Update

In the previous period (2012 – 2013) the DCISC concluded that DCPP has dealt effectively with most equipment
and system problems and is focused on improving system health. Systems that are the sources of emergency
electrical power to the station’s vital electrical equipment, the station’s Emergency Diesel Generators and the
230 kV system that is supplied from the offsite electrical grid, were found to be operational but have been a
focus of station and NRC attention. DCPP’s Plant Health Committee has been improved to focus more on
system/component health and meets more frequently, and overall system health has improved. The System
Engineer/Component Program continues to be effective.

4.15.2 Current Period Activities



The DCISC reviewed the following system and equipment areas during the current reporting period:

Large Motor Program

Containment Hatch Closure Seismic Capability (3 visits)

Plant Health Committee

Pressurizer Weld Overlay

Plant Health Committee

Plant Protection System Replacement

Load Follow Update

Containment Sump Capability LOCA

The DCISC performed the following system/component reviews and walk downs with DCPP System Engineers:

Process Control System

Containment Spray System

4kV System

230 kV System

Digital Systems

Auxiliary Saltwater System

Control Room Ventilation System

Emergency Diesel Generators

Component Cooling Water System

Auxiliary Building Ventilation System

I. DCISC Reviews Of System And Equipment Performance And Problems

Large Electric Motors Program Update (Volume II, Exhibit D.1, Section 3.1)

The DCISC reviewed the Large Motors Program Health Report and the Large Motor Rewind Strategy. Large
motors include those powered by 4kV, 12kV, and larger and motors 250 horsepower and larger. Program health
was rated as Yellow for both units due to the following:

The new Program Owner was not yet fully qualified (White)

A long range plan has not yet been completed (Red)

Life Cycle Plan not current (White)

Motors are aging/degrading and needing rewinding or replacement (e.g., Containment Fan Cooler Unit fan
motors, the single spare Auxiliary Saltwater Pump Motor needs rewinding, Reactor Coolant Pump and
Condensate Booster Pump motors need rewinding, and a Residual Heat Removal Pump motor is leaking
oil.)

The following plans are in effect for improving program health:

Road from Yellow to White Health (forecast: fourth quarter 2013)



Complete program owner qualifications

Update long range plan to rewind large motors

Road from White to Green (forecast: first quarter 2014)

Fix Residual Heat Removal Pump leak

Long range plan funded by Plant Review Committee

Rewind spare Auxiliary Saltwater Pump motor

The Large Motor Rewind Strategy included the following attributes:

Rewind ranking by functional importance/duty cycle/service condition

Rewind priority:

1. Reactor Coolant Pumps

2. Auxiliary Saltwater Pumps

3. Containment Fan Cooler Fans

4. Component Cooling Water Pumps

5. Condensate Booster Pumps

Spare Motors Needed

Reactor Coolant Pump (motor, stator, flywheel, etc.)

Component Cooling Water Pump for Unit 2

The Program Health Report included a detailed schedule through 2020 for individual motor preventive
maintenance and rewinding. The Program Engineer will take the new Rewind Strategy to the next Plant Health
Committee for approval and then to the Project Review Committee for funding approval.

The DCISC Fact-finding Team concluded that these actions and plans appeared satisfactory to achieve Green
program health.

The DCPP Large Electric Motor Program health was rated Yellow, and the Program Owner has developed plans
to return health to White by the third quarter of 2013 and to Green in the first quarter of 2014. These plans
appeared satisfactory, and the Program Engineer appeared knowledgeable and pro-active. The DCISC will
follow up on this item in the next reporting period.

Containment Hatch Closure Capability (Volume II, Exhibit D.3, Section 3.6; Exhibit D.5, Section 3.4; and Exhibit
D.7, Section 3.1)

Beginning in 2002, DCPP’s containment equipment hatch has usually been kept open during refueling outages for
containment atmosphere cooling and movement of large equipment into and out of the containment. Emergency
closure of the containment equipment hatch and other penetrations is controlled by DCPP Procedure AD8,DC54,
“Containment Closure,” which is used for establishing closure if Residual Heat Removal (RHR) is lost, there is a
spent fuel accident, or in the event of a severe weather warning for the site. Containment closure capability
within 30 minutes must be maintained any time fuel is in the reactor and the Reactor Coolant System (RCS) is not
intact. The required time for achieving closure is determined by Operations based on the existing plant status and



any events occurring as well as on the time-to-boil for Reactor Vessel coolant. Containment hatch closure drills
are performed early in each refueling outage. A Containment Closure Team, as directed by the Containment
Coordinator, is established and available when closure-requiring conditions exist or are imminent. When the RCS
is open, DCPP requires a Closure Team to be available on short notice to close the hatch within the required time.
The team performs drills each outage, and they and their tools are staged nearby.

Although the probability is small of an earthquake of high enough ground motion to adversely affect the hatch
mechanism during an outage, it has been a concern of the DCISC. The open hatch monorail support system
represents a robust design; however, it does not answer the question,““Does the containment equipment hatch
have the capability to be closed within the procedurally required time during or following a design basis
earthquake?”

Earlier DCPP structural analysis had indicated that the monorail would distort in a Hosgri-type earthquake, which
would prevent timely closure, if needed. During recent outages, DCPP made the prudent decision to keep the
hatch closed during fuel movement inside containment, until the hatch support design could be analyzed and/or
modified. The plant implemented a modification in Unit 1 early in Outage 1R17 to strengthen the hatch support
system such that it is now fully qualified for applicable earthquake loads. The modification consists of a stiffened
I-beam with lateral supports top and bottom. DCPP performed a similar modification to Unit 2 during Outage
2R17.

Additionally, DCPP asked a consultant to perform a non-linear analysis of the open hatch suspension system. The
analysis showed that the original support system had been fully seismically capable of being closed during or
following a design-basis earthquake. A Licensing Basis Impact Evaluation (LBIE) analysis showed that with the
hatch remaining open, no regulatory limits would have been exceeded; specifically, that accident radiation doses
would have been within applicable NRC 10CFR100 limits.

DCPP has modified its Unit 1 and Unit 2 Containment Equipment Hatch support systems such that they are now
fully seismically qualified to be capable of being closed during outages following a design basis earthquake. The
plant also analyzed the original support system design and determined that it would have met all functional
requirements during design-basis seismic loads and remained operable, though it was not certified as such.
During the interim period between when the problem was raised and the issue was resolved, DCPP kept the
hatch closed during refueling as a prudent measure. The DCISC is satisfied with these actions.

Observe Plant Health Committee Meetings (Volume II, Exhibit D.3, 3.9 and Exhibit D.5, Section 3.1)

The DCISC Fact-finding Team observed the September 11 and December 11, 2013 Plant Health Committee (PHC)
meetings.

The PHC is governed by DCPP Procedure OM4.ID16, “Plant Health Committee” and is a management team
responsible for the following:

Continual review of system and program health issues

Routinely monitoring the status of plant health issues on the plant health issues list for action status and
completion

Routinely monitoring the status of the system health tactical list

Review and approval of action plans to address plant health issues that originated from system health
reports, maintenance rule, operator workarounds, program health reports, emergent issues, and others
deemed important to monitor



Review and monitoring of plant health issue plans that are presented to the PHC

Membership and expected attendance is as follows:

Plant Health Committee Chairman and Facilitator (currently the Station Director)

Project Engineering Manager

Operations Director

Engineering Director or Senior Director

Maintenance Director

Outage Management Director

Reliability Engineering Supervisor

Administrative Support Person

Plant health issues that require PHC review include:

Issues that result in a red or yellow (unacceptable health) system health color (reviewed at least every six
months)

Programs that are rated red or yellow health color (reviewed at least every 6 months)

Equipment performance issues that result in a red or yellow component health color

Issues that result in a Maintenance Rule (a)(1) system

Chronic system, program, or component health problems

Issues that require special management attention or extensive resources to address

High Critical (1A) Preventive Maintenance deferral requests and appeals

The agenda for these two meetings included the following:

1. Safety Minute

2. Reviewed Purpose and Desired Outcomes

3. Assign a Scorecard Scribe

4. Review and Approve Minutes from last meeting

5. Residual Heat Removal System – Action Plan following an Apparent Cause Evaluation Review by the
Corrective Action Review Board and Review of the System Health Card by the System Engineer. (September
11)

6. 10CFR50 Appendix R, Fire Protection Program Health (December)

7. Radiation Monitoring System Health (December)

8. Preventive Maintenance Deferral Requests

9. Action Item Review – all actions had been completed

10. Meeting Evaluation

The meetings were run effectively and efficiently. Presentations were well prepared, discussions were focused,
and decisions well founded.



Appendix R Program Health

The Appendix R Program Manager reported that this fire protection program health was Red, unsatisfactory, due
to the following:

Excessive Infrastructure Deficiencies (any Nonconforming Report [NCR] or NRC violation or more than one
DA-type Notification or external finding that remains relevant.); however, the backlog has been reduced by
33% bringing this indicator toward healthy.

Excessive Critical Component Failure/Adverse Equipment Trend (one or more critical component failures
without an action plan.) due to 16 impaired fire doors for several years due to financing deferrals. The
impaired doors require fire watches, an unsatisfactory long-term substitute for fully functional fire doors.
DCPP has an action plan to replace/repair these doors, but funding has been deferred through 2016. This
deferral is a concern to the DCISC, and the Fact-finding Team recommends that the DCISC look further into
the deferrals.

Fire dampers are in Maintenance Rule [MR] (a)(1) status, Goal Setting, due to degraded parts due to aged
equipment that is not being sufficiently maintained. Changes to the maintenance plan and training are being
implemented. The dampers can return to healthy when they have successfully passed two cycles of run
time (mid-2016).

Radiation Monitoring System Health

The Radiation Monitoring System health is White (satisfactory) for Unit 1 and Yellow (unsatisfactory) for Unit 2
due to equipment reliability problems due to the age of components; however, obsolescence is not considered a
problem because spare parts are readily available. Unit 2 additionally has had operability problems with the Plant
Vent and Containment air particulate monitors. An integrated system asset replacement initiative will be
performed concurrent with the DCPP Unit Relicense period; meanwhile, DCPP is developing a plan to manage and
improve system health in the interim. A long-term strategy is scheduled for presentation to the PHC in mid-2014.

Preventive Maintenance Deferral Requests

The following three Preventive Maintenance Deferral Requests were presented to the PHC:

1. Reactor Coolant Pump (RCP) 1-3 Motor Five-Year Rotor Inspection – a mid-cycle inspection was performed
in Outage 1R15 (satisfying the requirement), and the new date coincides with RCP 1-2 inspection, resulting in
lower radiation dose.

2. Residual Heat Removal (RHR) Air-Operated Control Valve (CV)-637 Diagnostic Testing – the request is to
align the diagnostic test with the regularly scheduled valve actuator replacement.

3. RHR Heat Exchanger Bypass Valve HCV-670 – similar to Item above.

The PHC approved all three requests.

The DCPP performance indicator for Red and Yellow system health is shown below.



The two systems which are Red or Yellow for greater than one refueling cycle are the Unit 1 and 2 Emergency
Diesel Generator (EDG) and Heating, Ventilation, and Air Conditioning (HVAC) Systems. Actions to return these
systems to healthy are:

EDG – increase load margin

HVAC – repair Control Room Envelope (CRE) and Containment Fan Cooler Unit (CFCU) coupling damage

DCPP expects to have these changes completed by November 2014 (EDG) and November 2015 (HVAC).

The DCISC Fact-finding Team observed that the Plant Health Committee meeting was carried out efficiently and
effectively. All presenters were well prepared, and PHC Members’ questions and comments were appropriate.
The DCISC Fact-finding Team has a concern about the length of time DCPP is taking to replace degraded fire
doors. It is recommended that the DCISC follow up on this item in early 2014.

Pressurizer Structural Weld Overlay Indication Update (Volume II, Exhibit D.3, Section 3.11)

An “indication” is a flaw or crack inside a metal weld that can be detected by reflections during ultrasonic test
(UT) inspection. The key safety question for such flaws is whether they are sufficiently small that they would not
be expected to grow in size during service. Very small flaws do not grow and do not present a safety hazard. If a
flaw is sufficiently large that it could grow, then normally the weld material with the flaw would be removed by
grinding and the welding repeated.

DCPP had applied pre-emptive structural weld overlays (SWOLs) to the Unit 2 Pressurizer nozzles’ dissimilar-metal
butt welds during Refueling Outage 2R14 in March 2008. The overlays were applied using a provision from the
American Society of Mechanical Engineers (ASME) Section XI In-service Inspection Code known as a relief
request. The purpose of the weld overlays, which have been used in other plants as well, was to provide
structural reinforcement of the original Alloy 600 SE weld areas, which had experienced Primary Water Stress
Corrosion Cracking (PWSCC) elsewhere in the industry. The Unit 1 Pressurizer nozzles do not use Alloy 600 and do
not have this issue.

The weld overlays were originally inspected following the welding in March 2008 using conventional UT exams
(using several discrete ultrasonic angle beams), and they were inspected again in Outage 2R15 in October 2009
with similar UT exams with the exception that low angle detection was not required. During subsequent



inspections in Outage 2R17 in February 2013 using more advanced UT techniques (phased array techniques),
several indications (flaws) were discovered that were outside the ASME Code allowable screening size. These
flaws were determined to involve single weld passes but required that a Code-required flaw analysis be done,
which was performed by AREVA under contract to PG&E. Using conservative assumptions, this analysis found
that the flaw sizes are sufficiently small that the structures can be expected to provide satisfactory performance
for at least an additional operating cycle. Review of the AREVA report by the DCISC Fact-finding team revealed
that the analysis was satisfactory to demonstrate that no additional growth of the detected flaws will occur and
to support continued operation for another operating cycle. An independent Electric Power Research Institute
(EPRI) analysis supported this conclusion.

DCPP initiated a Root Cause Evaluation (RCE) to determine the reasons for not detecting the indications originally
in Outages 2R14 and 2R15. The root cause was identified as:

A mismatch exists between the conventional UT weld overlay inspection procedure and the Performance
Demonstration Initiative qualification process. Although the qualification process successfully
demonstrated the ability to detect flaws, the procedure instructions do not adequately constrain the
zero-degree scan speed to assure that small cross-section, low angle flaws are consistently detected in
the field.

Contributing causes were that inattentive errors were made by vendor examiners for the following reasons:

1. Data indicate that 45-degree angle beam was able to detect indications in the weld overlays, yet the indications
were not recorded.

2. Examiners failed to adequately investigate indication responses to determine the actual length of the flaw.

3. Examiners failed to recognize zero-degree angle ergonomic factors necessitating reduced scan speed to
maintain optimum search unit coupling.

The Corrective Action to Prevent Recurrence (CAPR) for the root cause was to revise the In-service Inspection
Program procedure to not permit the conventional UT technique to be used for weld overlays until the
recommendations for the first contributing cause have been addressed.

DCPP’s root cause evaluation and resultant corrective actions for the failure to detect small flaws in the
Pressurizer nozzle structural weld overlay appear satisfactory. The DCISC should follow up in mid-2014 when
actions have been completed, in particular to review the results of any finite element modeling performed to
assess the overlay.

DCPP Load Follow Update (Volume II, Exhibit D.5, Section 3.11)

PG&E expects that significant changes will occur by 2020 in California's generation, particularly due to increased
deployment of solar photovoltaic generation, which is projected to grow from 8% of PG&E electricity generation
in 2012 to 40% in 2020.  They anticipate increasing needs to rapidly ramp conventional generation, particularly in
the evening as the sun goes down while electricity consumption increases.  By 2020, PG&E may need to be able to
bring 13.5 gigawatts of generation on line in two hours each evening.

Currently, during low-demand periods of the year, transmission lines are relatively open and free of congestion,
and all generators are paid similar price ranges.  During high demand periods, currently some transmission lines
can become congested and some generation can be paid substantially higher prices.  Conversely, during
extremely low-demand periods there may be excessive generation, and some generation may be paid negative
prices if they cannot reduce generation output.  Periods of low demand can be expected to be particularly



difficult during the spring, when substantial hydro generation is available.

Because PG&E anticipates the potential need to reduce power output at DCPP on a relatively frequent basis in the
future, PG&E has commissioned a feasibility study by Areva on options to implement flexible operation of the
plant.

Westinghouse pressurized water reactors can be cycled up and down in power, and PG&E has experience with
periodically curtailing power to 15% for short periods of time during winter storms as a precautionary measure.
 But routine cycling of power raises potential issues with the reliability of the plant.  Extensive experience with
power cycling exists in France, due to the large contribution of nuclear energy there which requires some French
plants to cycle down in power during periods of lower demand, which is a primary reason that DCPP selected the
French company Areva to perform the feasibility study.

The cycling of nuclear power plants can cause thermal and other stresses on plant equipment, and make it more
difficult to detect changes in plant parameters that can provide early indication of impending equipment failures,
such as detecting coolant inventory changes caused by small leaks, the implementation of flexible operations
must be performed carefully to avoid negative impacts on plant reliability and safety.

PG&E has commissioned Areva to perform a feasibility study for flexible operation of the DCPP plant to address
potential changes in future California electricity markets.  Flexible operation is used routinely in France, and
would likely require some modifications to implement at DCPP.  Because flexible operations have the potential
to affect plant reliability and safety, the DCISC should review the feasibility study when it is completed and
continue to follow this topic closely.

Status of the Path to Closure of Generic Safety Issue 191, “Assessment of Debris Accumulation on PWR Sump
Performance” (Volume II, Exhibit D.6, Section 3.9)

The issue of potential debris blockage of the containment sump during a potential loss of coolant accident
(LOCA) has been the subject of extensive research by the industry and the NRC. The issue pertains to the
accumulation of debris in the containment sump which could potentially block the screens to the suction lines to
pumps that draw water from the sump and recirculate it back to the Reactor Coolant System (RCS) and ultimately
to the Reactor Vessel to keep the fuel cooled during a LOCA. This debris could be generated in sufficient quantity
by the jet impingement of coolant, escaping from the RCS at high temperature and pressure, on insulated and/or
painted or coated piping, structures, and equipment in the Containment Building. The release of coolant in this
type of situation is called a High Energy Line Break. The generated debris could thus consist of fragmented,
shredded, fibrous, and chemically decomposed insulation and/or coatings. It could also accumulate as sludge. In
1985 the Nuclear Regulatory Commission (NRC) issued Generic Letter (GL) 85-22, “Potential for Loss of Post-
LOCA Recirculation Capability Due to Insulation Debris Blockage.” Although the NRC’s regulatory analysis did not
support imposing new sump performance requirements upon the licensees at that time, the NRC analysis found
that the existing Regulatory Guide regarding sumps for Emergency Core Cooling Systems (ECCS) should be
replaced with a more comprehensive requirement to assess debris effects on a plant-specific basis.

However, during the 1990s, several plants in the United States and overseas experienced the clogging of ECCS
strainers. During 2000 and 2001, prior to the NRC’s issuance of any directive to pressurized water reactors, DCPP
proactively enlarged its approximately 30 sump screens to improve their design and increase debris removal
capacity. At that time, PWRs like DCPP normally had on the order of 100 to 200 square feet of sump screens.
DCPP’s proactive modifications increased the area of its screens to about 700 square feet for Unit 1 and 750
square feet for Unit 2.

In 2004, the NRC issued Generic Letter 2004-02:Potential Impact of Debris Blockage on Emergency Recirculation



during Design Basis Accidents at Pressurized Water Reactors. This Generic Letter established new requirements for
PWR containment recirculation sump strainers. PWRs were requested to make a conservative evaluation of their
current designs and to complete by the end of 2007 any necessary analyses and modifications, including
upgrading the screens and increasing their size and testing. DCPP determined that its sump strainer capability
should be improved using two possible strategies: 1) reducing the amount of material that could be damaged in
an accident (and thus could contribute to clogging the strainer); and 2) providing a larger strainer.

DCPP has now completed major plant modifications in which the containment sump screen size is 40 times larger
than the original configuration. There are two aspects of how loose material created by a LOCA can pose a risk to
the reactor core: 1) materials may clog the sump screens and restrict containment sump recirculation cooling to
the fuel in the reactor vessel and 2) some materials may pass through the screens, may be pumped into the
reactor vessel, and may collect on portions of the nuclear fuel. This could lead to local heating, deterioration, and
failure of fuel cladding and release of fission products to the containment building.

DCPP is participating in a GSI-191 Owners Group in order to share resources and be able to more effectively
evaluate the potential for and effects of this generic issue. On May 14, 2013 PG&E submitted a “Proposed Path to
Closure of Generic Safety Issue 191, “Assessment of Debris Accumulation on Pressurized-Water-Reactor Sump
Performance,” PG&E Letter DCL-13-052. The submittal stipulated that the station’s approach would involve
performing a risk-informed evaluation of the potential for recirculation sump strainer blockage and in-vessel
blockage. To support the use of this path and continued operation during the period required to complete the
necessary analysis and testing, PG&E evaluated the design and procedural capabilities that exist to detect and
mitigate sump strainer and in-vessel blockage, and included them in its submittal to the NRC.

PG&E’s submittal to the NRC also contained a listing of Regulatory Commitments that PG&E will fulfill as part of
this program. Examples are as follows:

Completion of measurements for insulation remediation

Completion of any necessary replacement and remediation

If the risk-informed process becomes not viable, complete modifications for the deterministic resolution

Mitigation Capabilities (if blockage is detected)

Increase Residual Heat Removal flow, but decrease as necessary to prevent pump damage

Reduce Emergency Core Cooling System flow

Refill the Refueling Water Storage Tank

Provide injection flow from the Volume Control Tank

Steam through the Steam Generators

Transfer to Hot Leg Recirculation

DCPP has both the technical capability and a specific emergency procedure that enables either of its units to clear
a blocked sump by forcing a backflow of water in the opposite direction, so that debris would be pushed out of
the flow path of any of the blocked screens. DCPP is unique in having this capability, which is apparently not
present at any other nuclear plant, although NRC regulations do not allow the DCPP units to take credit for this
unique capability in its safety analyses on this issue.

The issue of potential debris blockage of a containment sump during a potential loss of coolant accident (LOCA)
has been the subject of detailed and lengthy research by the industry and the NRC. Extensive enlargements and



modifications have been made to DCPP’s containment sump screens in order to substantially reduce the risk of
blocking recirculation to the Reactor Vessel during a Loss of Coolant Accident. PG&E’s decision to pursue
resolution of this long-standing industry issue through a risk informed process appears to be a reasonable and
achievable approach, recognizing that the deterministic approach is well established practice.

II. DCISC Reviews of DCPP Systems/Components

Process Control System (Volume II, Exhibit D.1, Section 3.2)

The PCS is considered part of the “brains” of the plant because it measures and controls most of the key process
parameters (e.g., pressure, temperature, level, etc.) of the Reactor Coolant System (RCS) and Secondary Systems.

The PCS also provides input signals to the Main Annunciator System, Plant Process Computer, and Hot Shutdown
Panel. It consists of hundreds of instrument loops.

A related but independent system, the Process Protection System (Eagle 21), also called the Solid State Protection
System (SSPS), monitors RCS parameters and protects the RCS, if parameters are out of preset limits, by shutting
down the reactor and activating shutdown cooling.

The PCS originally consisted of analog controls. Because of system aging, component obsolescence, and
calibration difficulties, DCPP replaced the PCS in Unit 1 in Refueling Outage 1R17 (May 2012) and in Unit 2 in
Refueling Outage 2R17 (March 2013). The Unit 1 installation had unanticipated problems which caused the work to
exceed the originally scheduled installation time (see Section 3.3 below), but ultimately satisfactory, and the Unit
2 installation went smoothly due to lessons learned during the Unit 1 installation. The system was extensively
tested with pre-installation factory acceptance tests, supplemental factory acceptance tests, plant acceptance
tests, post-modification testing, and loop testing. All test results were satisfactory.

DCPP reported that the PCS has operated better than expected since replacement in the following ways:

Control and monitoring systems operating with no issues

Decreases the required maintenance

Responds better than the simulated response

Provides operators with more information for monitoring and controlling the plant

The Plant Simulator was modified prior to Outage 1R17 (May 2012) to allow operators to train on the new system.

To address cyber security, the PCS data output goes through a port aggregator, which allows only one-way
communication, i.e., no incoming malicious signals are permitted entry. The NRC has approved this arrangement.
The PCS equipment is located in a Vital Area with locked doors and tamper alarms. The SSPS, which performs
basic plant protection and safety functions, is likewise independent of the PCS, providing an additional layer of
cyber security.

DCPP’s replacement of its aging analog Process Control System with a digital one is a significant upgrade to the
operation of the plant. The system has performed better than expected and has had no significant issues.

Containment Spray System (Volume II, Exhibit D.1, Section 3.4)

Containment Spray (CS) is a system that sprays water into Containment from up near the dome for the following
reasons:



1. Remove heat from the Containment atmosphere following a Loss of Coolant Accident (LOCA) or Main
Steam Line Break (MSLB)

2. Remove fission products from the Containment atmosphere following a LOCA

3. Deliver sufficient sodium hydroxide solution to ensure a proper Containment sump pH and to assure that
iodine remains in water soluble rather than gaseous forms during the progression of certain accidents

The safety-related CS System consists of the following components:

Two full capacity Containment Spray Pumps

One Spray Additive Tank

Spray Ring Headers and Nozzles high inside Containment

Piping and valves interconnecting the above equipment

The following is a simplified diagram of the CS System for a single unit:

The Containment Spray Pumps take suction from the Refueling Water Storage Tank. The pumps and associated
closed valves actuate on a Containment high-pressure signal, and spray water into the Containment atmosphere
following an accident to remove heat to prevent Containment overpressure and to remove fission products.
When the Refueling Water Storage Tank is empty, the CS System shuts down and the plant uses the Residual Heat
Removal Pumps to recirculate water from the Containment Sump into the spray headers.



System health is Green (Good) for both units. There are no major issues for the system; however, the System
Engineer is working on one modification and one repair as follows:

Adding a low-low level alarm on the Spray Addition Tank to permit operators to know when to isolate the
tank before air can be sucked into the system.

Valve 8984B, isolation valve for the Spray Additive Tank, has a minor leak, which can only be repaired in a
refueling outage. There is also some corrosion downstream of the valve.

The spray pumps are tested during each refueling outage (approximately every 18-21 months), although water is
not actually sprayed into the Containment via the nozzles during these tests. The spray header and nozzles are
tested every ten years using air. The most recent air test was during Refueling Outage 2R17 in March 2013. The
test was satisfactory.

The DCPP Containment Spray System health is Green (Good), and the System Engineer appeared knowledgeable
and pro-active about his system.

4kV Vital Electric System (Volume II, Exhibit D.2, Section 3.5)

The 4kV system for each Unit provides Vital electrical power to Buses F, G, and H, and Non-Vital Power to Buses D
and E.

Each Plant Health Committee meeting focuses on selected systems for Committee review and discussion on a
rotational basis, with the requirement that systems rated as Red (Unsatisfactory) or Yellow (Deficient) be
reviewed at least every six months. During the December 2012 Plant Health Committee meeting mentioned
above, the 4kV systems of Units 1 and 2 were discussed as being rated Yellow (Deficient) at that time with a
projected return to Green (Healthy) during Refueling Outages 1R19 and 2R19. Both were shown to have been
unhealthy for 33 months.

The System Health Reports also show Yellow for both 4kV Systems, and “Return to Healthy” status is projected
in refueling outages 1R19 (Autumn of 2015) and 2R19 (Spring of 2016). The changes that will be made to return the
systems to Healthy status for each unit involve the replacement of the present system of protective undervoltage
relays with relays that are more robust and that actuate more reliably and precisely during specific postulated
undervoltage conditions. Currently, for certain scenarios of degraded grid voltage, the motors for several safety
related pumps (e.g. Auxiliary Salt Water and Component Cooling Water) might trip on overcurrent when low
voltage is experienced and the motors are prone to lock out and not restart automatically upon transferring to
the output of the Diesel Generator. They would instead require manual operator action to restart. The
improvements in the 4kV System will be accomplished through the installation of upgraded solid-state digital
relays. The setpoints will also be changed to take advantage of the increased reliability of these devices, and this
will require changes to the station Operating License to reflect the improvements as well as a change to Plant
Technical Specifications. A temporary modification has been installed in each unit to address the problem until the
permanent modification has been implemented. When these changes are made, both Unit 1 and 2 systems will
return to Green status.

The System Health Reports for the 4kV System rate the system for a variety of performance characteristics
(several dozen) related to Reliability, Material/Equipment Condition and Corrective Actions, Operator Concerns,
Design, Performance Monitoring, and Aspects pertaining to the Nuclear Regulatory Commission’s Maintenance
Rule. All of the listed characteristics except three are Green (Good) for both units. One of the three characteristics
is Red and pertains to the reliability of the undervoltage relays for both units. Another is Yellow (Unit 2 only) and
pertains to the event that occurred during Refueling Outage 2R17 and involved the unplanned and undesired



deenergizing of Unit 2 4kV vital bus. A third non-Green performance characteristic that relates to component
aging is rated White for both units.

The Units 1 and 2 4kV systems are fully operational with the vast majority of their operational characteristics
rated as Green (Healthy). The reliability of undervoltage relays is a concern with respect to the likelihood of a
4kV system suffering unnecessary trips if the power system were to experience a temporary voltage drop while
loaded. The station plans to remedy this situation by installing more robust and reliable voltage relays during
refueling outages 1R19 (Autumn of 2015) and 2R19 (Spring of 2016).

230 kV Electric System (Volume II, Exhibit D.2, Section 3.6)

The 230kV system is DCPP’s primary source of Vital AC electrical power, in the event of a loss of normal power
from a station main turbine generator. DCPP’s 230kV system is served by PG&E’s offsite 230kV system through
two incoming lines to the switchyard. In turn, DCPP is then served by one 230kV line from the switchyard to the
plant. The 230kV system serves DCPP’s vital buses through the station’s Startup Transformers. The station’s
Emergency Diesel Generators then serve as backup if the 230kV system is unable to perform its function.

Because the 230kV system supplies both units the reports were identical. Both were rated Yellow (Deficient). The
main reason for this is a PG&E offsite 230kV transmission system issue. The 230kV offsite capacity margin is
continually decreasing with area load growth, thereby increasing the likelihood that the station’s 230kV system
may not be able to perform fully when called upon.

DCPP has taken action to prevent any nonessential equipment loads from being transferred to or powered by the
230kV system in order to ensure that sufficient electrical power is available for vital equipment in situations when
DCPP main generators are unable to supply power to the station. This PG&E offsite situation also results in
voltage fluctuations which could affect the reliability of safety related equipment on DCPP’s vital buses if this
equipment is depending upon the 230kV system in an emergency.

To address the problem of voltage fluctuations, DCPP is planning to install VAR (i.e., Voltage/Ampere/Resistance)
Compensators in the 230kV switchyard. These are devices that are commonly used in high voltage transmission
networks for stabilizing voltage. Nevertheless, these VAR Compensators do not appear to fully compensate for
the issue that PG&E is experiencing with continually increasing demand on its 230kV system. This particular issue
appears to reside with the PG&E corporate office rather than the plant, but it nevertheless appears to be
important.

Load growth in the geographic region around DCPP has resulted in voltage fluctuations on the 230kV system.
DCPP is planning to compensate for these voltage fluctuations by installing VAR compensators in the 230kV
switchyard on site. However, this load growth has also necessitated that DCPP transfer some nonessential 4kV
loads to other power sources in order to maintain confidence that the 230kV system will be able to supply vital
loads when called upon. It appears to the DCISC that the issue of 230kV system reliability extends beyond DCPP
and also may involve the PG&E corporate organization.

Digital Systems Overview (Volume II, Exhibit D.5, Section 3.3)

DCPP has replaced the following analog control systems with digital ones not only from the standpoint of
obsolesce and parts unavailability and lack of vendor support, but also for improved system control, maintenance
and reliability:

Reactor Vessel Level Indicator System (RVLIS) and Thermocouple Monitoring System – 2000



Feedwater Control System – initially in 1992 and then again in 2003

Turbine Electro-Hydraulic Control System – 2005

Reactor Make-up and Boron Control System (portion of the Chemical and Volume Control System) – 2006-7

Transient Recorder System and Safety System Parameter Display System – multiple years

Radiation Monitoring Instrumentation Rack –2008

Control Panel for Control Room and Auxiliary Building HVAC Systems – 2009

Plant Process Computer – 2010 and current upgrade

Auxiliary Board (for Liquid and Gaseous Radioactive and Non-Radioactive Waste Processing Systems) –
2010-2013

Fire Computer (alarm monitoring and human machine interface for operators) – 2011

Process Control System (PCS) – 2012–2013

The PCS is a particularly noteworthy upgrade because of its complexity and broad span of plant control. The PCS
is considered part of the “brains” of the plant because it measures and controls most of the key process
parameters (e.g., pressure, temperature, level, etc.) of the Reactor Coolant System (RCS) and Secondary Systems.

DCPP has been pro-active and successful in replacing its aging, obsolete analog control systems with modern,
efficient digital control systems on key safety and non-safety-related plant process and monitoring systems.

Plant Protection System (Eagle 21) Replacement (Volume II, Exhibit D.5, Section 3.3)

Eagle 21 is part of the original Westinghouse Nuclear Steam Supply System (NSSS), which includes the Reactor
Coolant System (RCS). Eagle 21 was updated in the mid-1990s and is now to be replaced with a digital version. The
system consists of four separate protection sets, which provide trip and actuation signals to the Solid State
Protection System (SSPS) for use by the Reactor Trip System (RTS) and Engineered Safety Features Actuation
System (ESFAS). Output signals of the PPS parameters (temperature, pressure, level, neutron flux, and flow) are
provided to the Main Control Room for indication and recording, to the Plant Process Computer for monitoring,
and to the Main Annunciator System, for alarming. The PPS also provides input sensor signals to various plant
control systems. These signals are isolated from the PPS and are not processed by the PPS instrumentation (with
the exception of RCS Delta-T and Tavg channels). The PPS also provides isolated signals to the Anticipated Trip
Without Scram (ATWS) Mitigation System Actuation Circuitry (AMSAC) and other such control systems as the
Control Rod Control System and Digital Feedwater Control system. Each protection set is physically and
electrically separated from the other sets.

Each of the four digital PPS protection sets will be comprised of electronics and software from software-based
Triconix Tricon Processors, which DCPP has used successfully in other digital control applications, to mitigate
events where existing safety analyses have determined that diverse and independent automatic mitigating
functions are available to mitigate the effects of postulated Common Cause Failure (CCF) concurrent with FSAR
Chapter 15, Accident Analysis, events. For events where existing analyses credit manual mitigative action,
automatic protective functions will be performed in a diverse safety-related Westinghouse CS Innovations
Advanced Logic System.

The design is currently undergoing NRC review with the factory acceptance test results to be provided to NRC in
August 2014 and Equipment Qualification test results in October 2014. DCPP has submitted a License Amendment
Request (LAR) and expects NRC approval by the end of 2014. Installation is scheduled to be performed during
Refueling Outages 1R21 (2019) and 2R21 (2019).



DCPP is proceeding with the replacement of its Eagle 21, Plant Process Protection System (PPS). Its design is
under review by NRC, which approval is expected by the end of 2014. Installation is planned for Refueling
Outages 1R21 and 2R21 (2019). The replacement appears prudent for improved reliability, maintenance, and
nuclear safety.

Auxiliary Saltwater System Review (Volume II, Exhibit D.7, Section 3.3)

The ASW System is a safety-related, Design Class 1 System. It provides the heat sink required for the safe
shutdown of the plant. The system in each unit provides cooling water from the Pacific Ocean (the Ultimate Heat
Sink) to the Component Cooling Water (CCW) heat exchangers, through which CCW is pumped and, in turn,
serves to remove heat from various plant systems. In the event of an accident involving a significant loss of
reactor coolant, the ASW System is relied upon to function so that the CCW System can cool the Residual Heat
Removal system and both the Containment Spray System and Containment Fan Cooler Units, which, in turn, cool
the nuclear fuel in the reactor and the Containment, respectively.

There are two ASW pumps for each unit, and each pump can supply sufficient cooling water through each of two
redundant trains to either of the two CCW heat exchangers for each unit. For each unit, one ASW pump is running
and the other is in standby. In addition, an ASW cross-tie exists between Units 1 and 2 so that the ASW standby
pump from one unit can supply ocean water to either CCW heat exchanger of the other unit. This cross tie is
modeled in the Probabilistic Risk Assessment (PRA) for DCPP.

The ASW pumps in each unit are electric motor driven 100 percent capacity pumps and are powered from
separate vital power electrical buses. In the case of a loss of offsite power, the pump motors are powered by
electricity supplied by DCPP’s Emergency Diesel Generators. The pumps are physically located in the intake
structure. Each pump is located in a separate watertight compartment with drainage to prevent motor damage
as a result of flooding. Backflow check valves are located in each compartment drain to prevent flooding in the
compartment from external sources. The water level in the compartments is monitored and an alarm is provided
in the control room to alert the operators of increasing level.

The ASW system takes suction from the intake structure, which opens to a small cove in the Pacific Ocean formed
by two breakwaters. These breakwaters are constructed of concrete tri-bars with additional reinforcing concrete.
The breakwaters are designed to protect the intake structure from the turbulence of the ocean. The intake
structure is configured to provide one inlet to each unit for the ASW System.

Bar racks are installed at the inlets to the intake structure to keep large debris out of the system. The seawater
then passes through an ASW System traveling screen. One traveling screen filters the seawater for two ASW
pump suction bays. The traveling screen keeps smaller debris and sea life from entering the ASW suction bays.
Each unit has two ASW pump suction bays (one per pump), which are provided with motor operated gates. The
gates are locally operated from the intake structure with indication on the ASW panel in the Control Room. These
gates are secured open during system operation and closed as required for maintenance.

Additional piping flowpaths exist between the forebays of the station’s Circulating Water System (CWS), which
provides cooling water to the station’s Main Condensers, and the ASW System forebays. These flowpaths can
provide a saltwater supply to the ASW System from the CWS if a problem occurs with the normal ASW saltwater
supply. The four valves in these flowpaths are closed during normal operation.

ASW system health is Green (healthy) for both units. There are currently four system issues:

1. There are problems with the rubber seats of butterfly valves used for unit-to-unit system isolation. DCPP



plans to replace these valves with improved versions in Outages 1R19 and 2R19.

2. The ASW discharge vent (vacuum relief) lines are made of PVC piping, which, although functional, would
better meet piping code requirements if replaced with Class I piping.

3. The ASW discharge line serves as the controlled/monitored discharge line for liquid radioactive waste
discharges to the Pacific Ocean. A small amount of observed corrosion on this line is being monitored for
leakage.

4. Although not directly affecting system health, the lack of a consolidated margin calculation is being tracked
in the Margin Management Program.

The ASW System serves as a major element of the post-Fukushima FLEX strategy. As the Ultimate Heat Sink
providing ocean-cooling water for normal and accident shutdowns, ASW must be functional following beyond-
design-basis events, including loss of all electric power. DCPP has procured a Diesel-driven ASW pump, which is
designed to take suction from the inlet cove and be tied into the ASW with portable piping. DCPP will soon begin
a demonstration of this setup. The DCISC should observe this demonstration or review its performance.

The DCPP Auxiliary Saltwater System, which supplies vital cooling water for plant normal and accident
shutdown conditions, is rated as Green (healthy). There are several issues not affecting system health, which
DCPP is resolving. DCPP has purchased a portable Diesel-driven ASW Pump for use in beyond-design-basis
events involving loss of the installed ASW pumping capability. The ASW System Engineer appeared
knowledgeable and proactive.

Control Room Ventilation System Status (Volume II, Exhibit D.7, Section 3.4)

The DCPP Control Room Ventilation System (CRVS) consists of the following three systems:

1. Control Room HVAC System (CRHVAC)

2. Control Room Pressurization System (CRPS)

3. Plant Process Computer (PPC) Room Air Conditioning System

The CRHVAC consists of two independent trains for each unit. The CRPS is composed of one train for each unit.
These two systems are interconnected mechanically and operationally and are intended to be operational during
all plant operating modes. The PPC Room Air Conditioning System serves only to cool the Plant Process Computer
room.

The CRHVAC and CRPS operate in one of the following modes:

Mode 1 CRVS “normal” mode (CRNV)

Mode 2 CRVS smoke removal mode to evacuate smoke in the Control Room

Mode 3 CRVS 100% air recirculation with 27% passing through high efficiency particulate air (HEPA) filtration,
and manual zone isolation is used in the event of a toxic chemical spill outside the Control Room
when personnel sense a problematic odor or smell.

Mode 4 CRVS pressurization mode (CRPS) to counteract the detected presence of radiation at the Control
Room air intake or a Containment Isolation signal. The system can detect radiation at various air
intake locations and select the unaffected intake. Pressurization mode is the only required mode for
the CRVS to be considered operable.

The previous review was prompted by DCISC’s receipt from the station of a January 24, 2013 PG&E Licensee Event



Report (LER) to the NRC discussing a long term inadequacy in the ability of the Control Room Ventilation Systems
(CRVS) to control air inleakage into the Control Room in postulated post-accident situations when the
atmosphere could contain radionuclides. Although other factors through the years affected the integrity of the
Control Room Ventilation Systems, the consistent long term issue that was not recognized until recently was that
inleakage to the Control Room Envelope could not be maintained below allowable limits in situations where one
of the ventilation units is in pressurization mode and the other is in recirculation mode and a ventilation fan fails.
In such a configuration, the reverse flow in one of the ducts allows unfiltered air to bypass the filters and can
result in a level of airborne radioactivity in the Control Room that exceeds regulatory limits.

The remedy was to install backdraft dampers in two of the ventilation ducts. This design change was
implemented in October 2012. As stated in the LER: “PG&E concluded that because the in-leakage was performed
with both trains operating, the SR(surveillance requirement) had not been performed as required, nor had it ever
been performed as required.” In December 2012, after modifying the Control Room Ventilation System, PG&E
satisfactorily completed in-leakage testing on the CRVS using a single CRVS train, thereby successfully
demonstrating acceptable in-leakage in the most limiting configuration with a single CRVS train operating. The
system was declared operable on December 20, 2012.

The “long term” aspect of this design issue was documented during an NRC Integrated Inspection during the first
quarter of 2012 when the NRC noted that PG&E had incorrectly confirmed in April 2005 that the required control
room habitability testing had demonstrated that the main control room did not have any unfiltered in-leakage
when the test was performed in the most limiting configuration for operator dose. This Integrated Inspection
Report also stated that the NRC had identified in September 2011 that the control room in-leakage test results
had been greater than both the values reported to the NRC in response to the Generic Letter and the values
assumed in the design basis radiological analyses. Also, NRC inspectors had identified that PG&E had not
performed the trace gas in-leakage testing in the most limiting configuration for operator dose consistent with
Regulatory Guide 1.197, “Demonstrating Control Room Envelope Integrity at Nuclear Power Reactors.” In
response to these notifications, PG&E took the steps necessary to resolve this issue.

The system health of Unit 1 and Unit 2 Control Room Ventilation Systems (CRVS) is reported separately in the
System Health Report for the overall Heating Ventilation and Air Conditioning (HVAC) System of the respective
Unit. Overall the HVAC systems for both Units are rated Yellow (Needs Improvement). Return to healthy is
projected by November 2015 with resolution of the following issues:

1. Long-term corrective action Prompt Operability Assessment with compensatory measures for Control
Room Envelope (CRE) operability – estimated completion date of November 30, 2015.

2. Control Room Air Conditioning System long history of reliability issues due to design, age and corrosion.

3. CRVS condenser motor failures due to exposure to salt environment. These will be replaced with enclosed
motors.

DCPP is developing a new CRE dose analysis using the “Alternate Source Term” to restore dose margins. The
analysis, if accepted by the NRC, will make unnecessary any major physical changes to the CRVS. DCPP plans to
submit a License Amendment Request (LAR) to the NRC for review and approval in September 2014 and
implement the new, approved licensing basis in December 2015.

DCPP has resolved most of its Control Room Ventilation System (Control Room Envelope) inleakage issues and is
proceeding with reanalysis of accident dose calculations using the Alternate Source Term for which they will be
seeking NRC approval as the new license basis. This is expected to be completed by the end of 2015. The DCISC
should continue to follow this issue.



Emergency Diesel Generator Review with System Engineer

The DCISC Fact-finding Team met with Tiffany Bierly, Emergency Diesel Generator (EDG) System Engineer, for an
update. The DCISC last reviewed the DCPP EDG in May 2013 (Reference 6.9), when it concluded the following:

DCPP has been experiencing long-standing problems pertaining to its Emergency Diesel Generators in
both units. These problems have encompassed component deterioration and obsolescence as well as
incompatibilities between regulatory requirements and existing design documents. Additionally,
incompatibilities need to be rectified between the demonstrated and analyzed capabilities of various
aspects of affected systems and components and their currently documented capabilities. The station
has made considerable progress in analyzing and addressing these problems. DCPP’s submittal of a
License Amendment Request to the NRC is anticipated by June 30, 2013.

The EDGs are safety-related pieces of equipment whose functions are as follows:

To furnish sufficient power to mitigate a design basis accident in one unit and safely bring the other unit to
cold shutdown when both the 230kV and 500kV offsite power sources are unavailable.

To act as a backup source of power to enable the reactor to continue to produce power for 72 hours
whenever there is no accident condition, but one of the two offsite power sources is inoperable.

To furnish power sufficient for an emergency shutdown of the plant whenever the offsite power sources
are not available.

The system has no direct non-safety related function.

The EDG fuel oil supply system is designed with enough fuel capacity to provide seven days of onsite power
generation in order to operate: (a) the minimum required Engineering Safety Features (ESF) equipment following
a design basis loss-of–coolant accident (LOCA) for one unit, and the equipment in the second unit in either the
hot or cold shutdown condition, or (b) the equipment for both units in either the hot or cold shutdown condition.

Each nuclear operating unit is supported by three EDGs. Each diesel-generator set is provided with two 100%
capacity starting air trains, with each train having two starting air motors.

Safety Guide (SG) 9 provides the basis for the design of the EDGs. Their ratings are as follows:

2,600 kW, Continuous (8,000 hours per year)

2,750 kW, 2,000 hours per year

3,000 kW, 2 hours per 24 hours

3,100 kW, 30 minutes per year

Each EDG is designed to start automatically on any of the following signals:

A Safety Injection signal from either Train A or Train B of the plant protection system.

Undervoltage on the preferred offsite sources to each of the 4160V vital buses; this starts its respective
diesel.

Undervoltage on any of the vital 4160V buses; this starts its respective diesel.

These automatic starts are to ensure that the EDGs are available with minimal delay to mitigate any operational or



accident condition that may exist at the time of the signal. The Safety Injection signal, by itself, is an indication of
an accident condition. The undervoltage signal from any vital bus is an indication of a loss of both onsite and
offsite power sources.

DCPP employs a broad color coding system for grading the overall health of plant systems:

Green – Healthy

White – Achievable Action Plans in place to return system to complete Healthy status

Yellow – Needs Improvement

Red – Unsatisfactory

Currently, the EDG Systems of both units are rated Yellow, as needing improvement, and have been Yellow for at
least the previous four quarters. All of the EDGs are operable, but the following concerns appeared in the EDG
System Health Report for each Unit:

1. Material/Equipment Condition: Equipment Obsolescence – EDG control system components are 40 years
old, obsolete, and some parts are unavailable. An analog upgrade is planned and has been approved. It will
be implemented on one machine in each consecutive refueling outage beginning with 2R19 (2016) through
1R22 (2020). Although this upgrade will improve operability and availability, it is not a factor which
significantly contributes to system health improvement.

2. Margin Management Issue: lack of fuel day tank measurements, which limits understanding of the actual
“useable” volume, making margin unknown.

3. Margin Management Issue: The station’s Licensing Basis Verification Project is performing time-dependent
load profile calculations for each EDG to address margin management. An example load for EDG 1-3 exceeds
the 2750 kW 2000-hour rating by 9kW under certain conditions. All EDGs have been tested satisfactorily at
the higher loadings. The calculational load activity is underway to support a License Amendment Request
(LAR) submitted to NRC by mid-2014 to establish a new maximum licensed load. NRC approval is expected
by mid-2015. For the longer term DCPP is considering physical changes to the Diesel engine to achieve
2800kW as compared to today’s nominal 2600kW 8000-hour load rating. The generator has been
determined to be able to support this without changes.

4. Material/Equipment Issue: The higher loads on the EDGs resulted in higher fuel consumption from the fuel
day tanks. This caused an analysis to determine new low level setpoint and minimum Technical Specification
fuel level.

5. Design Basis Issue: sustained winds could impact the ability of the engine radiators to cool the jacket water
and engine compartment components. A Prompt Operability Assessment (POA) has been generated to
support continued operation until the issue can be resolved.

6. Design Basis Issue: Engine derate due to air inlet temperatures being higher than ambient. This degraded
condition is bounded by a POA for EDG loading.

7. Performance Monitoring: Oil leakage occurs on the EDG pushrod grommets on the cylinder heads. DCPP
plans to replace the grommets with hose clamps. This is scheduled to be completed by 2019.

The DCISC notes that many of the conditions in the above listing are rated “Red” in the EDG System Health
Reports for both Unit 1 and Unit 2. These are “Conditions Requiring Prompt Operability Assessments (POA) with
Compensating Measures.” Four POAs have been implemented to support continued operation while the
problems are resolved. DCPP expects to achieve White (healthy) status by July 1, 2015 with approval of the NRC of
EDG LARs.



On January 15, 2013, a Category 1 public meeting was held between the Nuclear Regulatory Commission and
representatives of Pacific Gas and Electric Company (PG&E). The purpose of the meeting was to discuss PG&E’s
plans for a License Amendment Request (LAR) related to EDG technical specification (TS) changes at DCPP. The
meeting was a follow-up to a public meeting on August 7, 2012 on the same subject. Approximately one year is
now anticipated for the NRC to review and respond to this submittal, followed by about four months for DCPP to
address any issues that may arise.

Performance data (12-quarter rolling unavailability) for the DCPP EDGs are as follows:

Unit Actual DCPP Goal NRC “White” Threshold

1 8.4 x 10-10 < 3.0 x 10-7 > 1.0 x 10-6

2 6.7 x 10-8 < 3.0 x 10-7 > 1.0 x 10-6

Regarding its position in the industry, DCPP EDGs rank in the second quartile.

The six (three per unit) DCPP Emergency Diesel Generators (EGDs) are operable and able to perform their
functions; however, system health is rated as Yellow (needs improvement) primarily because of the need to
increase their rated loads to meet new demand conditions. Prompt Operability Assessments have been
performed to support operation with the higher loadings. Testing has shown that the EDGs are able to perform
at the higher loads. Calculations are being performed to support a License Amendment Request (LAR) for NRC
review and approval prior to documenting the new loads in the Updated Final Safety Analysis Report. DCPP
expects to return the EDGs to White (healthy) status in mid-2015. The DCISC should review the EDGs at that
time.

Component Cooling Water System

The CCW System is a closed-cycle safety-related cooling system that provides the following functions, as
delineated in the system’s Design Criteria Memorandum:

Removes heat from safety-related and non-safety related system components during normal operation and
transfers it to the Ultimate Heat Sink (UHS), i.e. the Pacific Ocean, via the Auxiliary Salt Water System
(ASW).

Provides for safe shutdown and cooldown of the reactor by removing heat from safety-related and non-
safety related system components after any accident leading to an emergency shutdown, and transfers it to
the UHS via the ASW System.

Provides a monitored, intermediate barrier between components handling radioactive reactor coolant and
the UHS or the atmosphere.

Many of the components and equipment served are either Engineered Safety Features (ESF) or have the potential
for leakage of radioactive fluid into the CCW System.

The CCW system is comprised of three CCW Pumps, two CCW Heat Exchangers, a CCW surge tank, two chemical
addition tanks, and connected valves and piping. Of the three parallel piping trains, two are separable redundant
loops (each with one redundant pump) serving the ESF equipment and post-accident heat loads (i.e. vital loads).
The third train serves non-vital equipment. CCW Pump motors are powered by the 4160V vital buses which have
emergency diesel generator backup. The CCW System serves the following major safety-related heat loads:

Residual Heat Removal (RHR) System



Containment Fan Cooler Units (CFCUs)

Safety Injection Pump Coolers

Among the many non-safety-related systems and components that are served by the CCW System are the
following important loads:

Reactor Coolant Pumps

Reactor Vessel Supports

Spent Fuel Pool Heat Exchanger

Excess Letdown Heat Exchanger

Seal Water System Heat Exchanger

The CCW System health is Green (Good) for both units.

Common Issue to Both Units: The CCW surge tank low level alarm setpoint does not conform to DCPP’s Design
and Licensing Basis. Therefore, 4,000 gallons currently needs to be maintained in the surge tank in order to
achieve the Time Critical Operator Action (TCOA) to identify and isolate a 200 gallon per minute CCW leak within
20 minutes of the low level alarm. Also, surge tank level indication needs to be monitored on the Plant Process
Computer to achieve this TCOA. This issue was identified as needing remediation in August 2013. A cost estimate is
being developed for a design change to raise the existing CCW surge tank low-level alarm setpoint and also to add
CCW surge tank level indication to the Plant Process Computer.

The CCW System Health Reports for both units indicate that all of the CCW pumps in both units are undergoing
replacements of both the in-board and out-board mechanical seals with seals of upgraded design. The seals for
CCW pumps 1-2, 2-1, and 2-3 have already been replaced, and seal replacements for the remaining three pumps
will be conducted during upcoming refueling outages. The replacements are to enhance performance rather than
to address deficiencies.

Additional information regarding station activities directed at maintaining the good health, operability, and
reliability of the Component Cooling Water Systems is as follows:

The CCW Heat Exchangers are tested one month before each refueling outage.

The water boxes of the CCW Heat Exchangers are examined and mechanically and chemically cleaned every
refueling outage.

Every three years, the NRC conducts a heat sink inspection of the Auxiliary Saltwater System (which
provides cooling water to the CCW System).

Prior to breaching the CCW System, plans are always made to avoid creating voids in the system. The system
has various high point vents to provide for detecting and addressing any voids that might develop at these
high points in the system.

Flow balancing is performed after every refueling outage. If the system is retouched, it must then be
rebalanced.

To meet the system’s design basis, two CCW pumps must be running at all times.

The Component Cooling Water Systems of both Units are Healthy, have been so for a number of years, and
receive a significant amount of attention, as reflected in the ongoing replacement of the mechanical seals for all
of the CCW pumps. Also, a design change to both units is in progress to raise the existing CCW surge tank low



level alarm setpoint and to add CCW surge tank level indication to the Plant Process Computer in order to better
assure achievement of a Time Critical Operator Action (TCOA) to identify and isolate a 200 gallon per minute
CCW leak within 20 minutes after reaching the surge tank low level alarm.

Auxiliary Building Ventilation System (ABVS) (Volume II, Exhibit D.9, Section 3.7)

The ABVS consists of fans, dampers, ducting, and filters whose function is to supply, heat and/or cool, filter and
discharge air for the Auxiliary Building. The ABVS provides cooling and/or heating for both personnel and
equipment. The ABVS consists of two supply fan units with roughing filters and two discharge fan/filter units with
roughing, high efficiency particulate absolute (HEPA) and charcoal filters, along with extensive ducting
throughout the building. Instrumentation and controls include flow instruments (elements, indicators, and
switches), pressure instruments (indicators and switches), temperature instruments (controllers and switches),
position switches, solenoid valves, vibration transmitters, and pressure regulating valves. The system
components are safety-related.

Because there is potential for radioactive particulates and gases to enter the ABVS, the system is equipped with
radiation monitors to preclude inadvertent release via the Plant Vent. These monitors are designed and calibrated
to detect radioactive Noble Gases, Iodine, and Particulates. ABVS flow direction is from low potential radioactive
contamination areas to high ones. It provides control of airborne radioactive materials in conjunction with the
Radiation Monitoring System (RMS) and discharges to atmosphere via the Plant Vent.

Each unit's AB is served by a similar, but separate, ventilation system. The Unit 1 and Unit 2 ABHV Systems are
independent from each other, but have several interfaces. The Unit 1 and 2 Abs are not atmospherically isolated
from each other and there are many points of free communication between the supply air from the two HVAC
systems, as well as common areas that are jointly serviced by the two systems.

The ABVS operates in the following five modes:

1. Building Only (non-safety related operation) – routine daily operation under normal plant conditions with
single train supply/exhaust/roughing filter operation but no supply to nor discharge from the Engineered
Safeguards Equipment Rooms (Safety Injection Pumps, Charging Pumps, RHR Pumps, etc.) nor filtered
discharge to the Plant Vent.

2. Building and Safeguards (safety related operation) – daily operations as above plus two supply units
providing flow to/from Engineered Safeguards Equipment Rooms.

3. Safeguards only (safety related operation) – two supply units supplying air only to the Engineered
Safeguards Equipment Rooms with one filtered (all filters but charcoal) exhaust unit.

4. Building and Safeguards with SI* Signal (safety related operation) – as above with the addition of normal
building areas

5. Safeguards Only with SI* Signal (safety related operation) – dual supply units providing air only to the
Engineered Safeguards Equipment Rooms with fully filtered (including charcoal) exhaust units.

* The “SI” signal is the Safety Injection signal signifying a Loss of Coolant or Main Steam Line break
within Containment.

The ABVS also draws air from the Fuel Handling Building and Containment (for vacuum or pressure relief or
purge).

DCPP Rates the ABVS health as Green – good.



DCPP’s Auxiliary Building Ventilation System is in good health and performs as expected.

4.15.3 Conclusions and Recommendations

Conclusions:

DCPP has dealt effectively with most equipment and system problems and is focused on
improving system health. Systems that are the sources of emergency electrical power to the
station’s vital electrical equipment, the station’s Emergency Diesel Generators and the 230 kV
system that is supplied from the offsite electrical grid, were found to be operational but have
been a focus of station and NRC attention. DCPP’s Plant Health Committee has been improved
to focus more on system/component health and meets more frequently, and overall system
health has improved. The System Engineer/Component Program continues to be effective.

Recommendations:

None
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24th Annual Report, Volume 1, 4.16 Steam Generator Performance

4.16.1 Overview and Previous Activities

Steam Generator (SG) tube reliability is important to operational safety because the SG tubes
are part of the Reactor Coolant System (RCS) boundary. The nuclear industry has experienced
substantial problems with a variety of mechanisms that can cause the SG tubes to deteriorate. The
most notable of these is stress corrosion cracking. To address these issues DCPP engaged in a major
capital project of replacing all 8 DCPP steam generators: four in Unit 2 were replaced during
refueling outage 2R14 (February – April 2008), and four in Unit 1 were replaced during refueling
outage 1R15, (January – April 2009).

Steam Generator Performance was not reviewed during the reporting period July 1, 2012 through
June 30, 2013.

4.16.2 Current Period Activities

During the current period (2013-2014) the DCISC reviewed the following topic related to the
following topic related to Steam Generator (SG) Performance:

Feedwater Chemistry and Steam Generator Health

Feedwater Chemistry and Steam Generator Health (Volume I, Exhibit D.2, Section 3.9)

DCPP provided data on concentrations of impurities in DCPP steam generators and feed water
effective July 13, 2013 as shown below. These impurities are being maintained at the levels of parts
per billion (ppb):

(Concentrations in ppb) Goals

Unit 1 Unit 2 (ppb)

Steam Generator Blowdown Sodium 0.07 0.18 < 0.2

Steam Generator Blowdown Chlorides 0.11 0.13 < 1.0

Steam Generator Blowdown Sulfate 1.68 0.27 < 1.0

Final Feedwater Iron 1.94 2.29 < 3.0

Final Feedwater Copper 0.02 0.01 < 0.02

Even though Unit 1 sulfate concentration is extremely low (1.68 ppb), DCPP’s Chemistry group
pursued the anomaly. (A sulfate level of greater than 1.0 ppb is classified by the station as Needing
Improvement.) The higher than desired level of sulfates in Unit 1 was attributed to resin fouling in



the Unit 1 Condensate Polishers. DCPP’s monthly Plant Performance Improvement Report (PPIR)
for June 2013 noted that the Unit 1 resin was replaced during the second half of June, and that
sulfates decreased from 3.09 ppb to about 0.9 ppb at that time. This resin replacement combined
with concurrent steam generator blowdown was concluded to be the reason for the reduction in
sulfates.

Feedwater (FW) iron had been a minor problem in Unit 1, where concentrations had risen to the
level of 3.2 ppb during June. The station’s goal for iron is (3.0 ppb. The addition of polyacrylic acid, a
remedy that is used within the industry, reduced Unit 2 FW iron content to below 3.0 ppm.

DCPP has established high performance goals for feedwater and steam generator chemistry and
appears to be exercising effective control of feedwater and steam generator water chemistry. A
few recent issues related to Unit 1 Steam Generator sulfates and Feedwater iron appear to have
been effectively addressed. This topic continues to be a reliability issue rather than a safety issue.
Results in DCPP’s new steam generators indicate no impact on reliability. Unless problems emerge
in this area, the DCISC should defer its next review of this topic until at least mid-2015.

4.16.3 Conclusions and Recommendations

Conclusions:

Results of chemical analyses of feedwater and steam generator samples indicate no
negative potential impacts on steam generator performance.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.17, Outage Management

4.17.1 Overview and Previous Activities

The DCISC monitors DCPP’s outage plans, actions, and results in the following ways:

Review of outage safety evaluations and plans

Regular fact-finding meetings to discuss planned major modifications, inspections,
maintenance and activities

Regular reports from PG&E at DCISC Public Meetings on outage plans and outage
performance, noting any special situations or problems affecting safety

Visits to DCPP during outages to monitor the Outage Coordination Center, Control Room and
activities of interest

Reviews of documentation and reports of outage activities such as steam generator tube
inspections, major equipment problems, and events affecting safety

Since the DCISC began review of this subject in 1990, outage management performance has steadily
improved. PG&E expects its outages can routinely run in the high-twenty to low-thirty day range.

DCPP continues to actively manage and track Collective Radiation Exposure and Recordable Injuries
incurred during the conduct of Unit outages, as shown below:

 Outage Duration
(days)

Collective Radiation Exposure
(person-Rem)

Personnel Safety
(recordable injuries)

Outage Unit 1 Unit 2 Unit 1 Unit 2 Unit 1 Unit 2

R13 41 39 116 74 5 3

R14 30 69* 103 226* 6 3

R15 58* 38 247* 87 3 0

R16 42 36 123 30 1 0

R17 55** 48** 41 25 1 0

R18 33 *** 31 *** 0 ***

* Steam Generator Replacement Outage
** Process Control System Replacement
*** Unit 2 Outage Not Conducted during this Reporting Period

During the reporting period of 2012–2013 the DCISC reviewed the following topics related to outage



management:

Performance During Refueling Outage 1R17

1R17 Component Mispositioning, Clearance, Safety Monitor Results

2R17 Outage Safety Plan

2R17 Outage Results

The DCISC concluded in the previous reporting period that DCPP conducted a generally safe
refueling outage 1R17. Likewise refueling outage 2R17 was also successful. Collective radiation
dose for each unit was the lowest achieved during each of the respective unit’s refueling outages
to date. The scope of each unit’s refueling outage was large, and there were no nuclear safety
issues or concerns.

4.17.2 Current Period Activities

During the current period (July 2013 through June 2014) the DCISC reviewed the following
topics:

Outage 2R17 Readiness for Restart Experience

Outage 2R17 Intake Concrete Work

Refueling Outage 1R18 Plan and Outage Safety Plan

Outage 1R18 Performance Results

Outage 2R17 Readiness for Restart (RFR) Experience (Volume II, Exhibit D.1, Section 3.10)

RFR is a process for determining whether all aspects of the plant are ready for the restart or mode
changes and return to power following refueling and other outages. The process is governed by
Procedure OP1.ID1, “Readiness for Restart Program,” Revision 25, March 7, 2012, and by Procedure
OP L-0, “Mode Transition Checklists,” Revision 75, dated May 2, 3013. The procedures include
personnel responsibilities and a checklist for determining readiness. The following individuals
approve their individual checklists: Station Director, Maintenance Director, Project Engineering
Manager, Operations Manager, Drawing Control Manager, Radiation Protection Manager, Training
Manager, Licensing Manager, Engineering Director, Technical Support Engineering Manager,
Assistant Director – Engineering Services. There are checklists for the following mode changes:

Mode 6 to 5 (Refueling to Cold Shutdown)

Mode 5 to 4 (Cold Shutdown to Hot Shutdown)

Mode 4 to 3 (Hot Shutdown to Hot Standby)

Mode 3 to 2 (Hot Standby to Startup)

Mode 2 to 1 (Startup to Power Operation)

Checklists are individually tailored to each functional area. For example, the Operations Checklist



includes the following:

These areas have been inspected for any conditions that could impact a safe restart in
accordance with Procedures AD4.ID1 & AD4.DC2:

Cable Spreading Room

Solid State Protection System Room

Control Room

Hot Shutdown Panel

Control Room instruments and annunciators have been reviewed. Components that are not
functioning properly have been identified and evaluated for their effect on Unit restart.

The status of Control Room instruments and annunciators

The effect of all malfunctioning components for unit restart have been evaluated and
compensated for, if necessary.

All malfunctioning components have been tagged per OP2.ID2.

All open Prompt Operability Assessments (POAs) have been reviewed to determine if they
must be resolved prior to power ascension MODE changes.

All ODMs have been reviewed and determined to be acceptable for MODE changes.

The Engineering Director System Review checklist is as follows:

Review the status of systems in accordance with Procedure TS5.ID1 and ensure that:

System walkdowns have been completed

All open potentially degraded or non-conforming conditions, as described on OM7.ID1
have been reviewed to determine if they must be resolved prior to ascension Mode
changes.

All 10CFR50.65, Maintenance Rule Systems, Structures and Components (SSCs) in the
(a)(1) status have been identified and determined to be satisfactory for plant restart.

All systems are in a condition for the applicable mode transition.

The Station Director reviews and approves the final checklist (below) for restart:

Based on the issues considered in the readiness for restart process, the appropriate
stakeholders and organizations have been involved in the readiness for restart review.

The issues considered in the readiness for restart process are sufficiently well understood.

The need for enhanced equipment monitoring, contingency planning, and just-in-time
training have been considered.



Prior to the change from Mode 4 (Hot Shutdown) to Mode 3 (Hot Standby), the Plant Staff Review
Committee (PSRC) must meet and approve the readiness for change.

The DCISC Fact-finding Team reviewed the Outage 2R17 Readiness for Restart Action Item List. The
reviews and checklists appeared to have been executed satisfactorily. The overall Readiness for
Restart Process and its implementation for Outage 2R17 appeared satisfactory.

The DCPP Readiness for Restart (from outage) Program appeared appropriate. The
implementation of the program for Outage 2R17 was effectively carried out.

Outage 2R17 Intake Concrete Work (Volume II, Exhibit D.1, Section 3.13)

Because of the saltwater environment, the concrete intake structure can deteriorate when
corrosion of rebar occurs, which causes swelling of the rebar and concrete spalling, which then
further exposes the steel reinforcing bar, causing the degradation to accelerate. This reduces
structural integrity. DCPP has a program to inspect and repair the damage to assure structural
integrity. During Outage 2R17, the repair work consisted of the following:

Auxiliary Saltwater System seismic support corrosion repair, which consisted of removing
corrosion and re-coating

Digging out damaged concrete, exposing the reinforcing bar, removing corrosion, and re-
coating it

Repairing the pedestal for an Intake Cooling Pump

Repairing electrical pull boxes

The PG&E Applied Technology Services Group performs inspections and soundings of the concrete,
identifying areas needing repair. The Saltwater Structural Engineering Group makes determinations
of the soundness of structures. Ms. Hitchen’s Intake Repair Program Group makes the repairs
specified by the other two groups.

DCPP’s Procedure MIP C-7.0, “Grouting and Repair of Concrete Defects,” Revision 3 governs the
repair process. In addition to providing definitions and responsibilities, the procedure specifies the
following:

Design Drawings

Grout Application

Materials

Surface Preparation

Compressive Strength

Grout Mixing, Installation and Curing

Grouting Through-Bolts, Anchor Bolts and Reinforcing Steel Dowels



Concrete Repair

The procedure appeared to be comprehensive and detailed.

DCPP’s concrete repair procedure and repairs of concrete in the Intake Structure appeared
satisfactory.

Refueling Outage 1R18 Plan and Outage Safety Plan (Volume II, Exhibit D.5, Section 3.2)

The outage was scheduled for 33 days duration beginning February 2, 2014, and the stretch goal is
28 days. The following are some of the major projects planned for the outage:

Main Generator stator 10-year rewedge and inspection (to be performed by Siemens) – this is
currently the critical path item.

Main Bank and Startup Transformer preventive maintenance

Ten-year Reactor Vessel In-Service Inspection

Polar Crane rebuild (this is a polar crane-intensive outage)

The purpose of the Outage Safety Plan is to provide information on outage safety requirements and
highlight risk areas to plant staff. The Outage Safety Plan and Outage Safety Schedule are to be
made prior to making major schedule changes. The intent of the Outage Safety Plan is to provide a
concise document for use in evaluating plant conditions during Modes 5 (Cold Shutdown) and 6
(Refueling) to ensure the key safety functions are satisfied, while maintaining consistency with the
Technical Specifications and Equipment Control Guidelines. DCPP’s outage safety program is
designed around three major concepts:

1. Prevention of any accident-initiating event

2. Mitigation of an accident before it potentially progresses to core damage

3. Control of radioactive material if a core damage accident should occur

Outage safety planning is based upon the assumption of a worst-case event, which is a loss of all
AC power.

The Outage Safety Plan contains the following topics:

Infrequently Performed Tests or Evolutions

Contingency Strategies

Transition Periods and Testing

Prevention of Accident Initiating Events

Outage Safety Checklists



Mode 5 (Cold Shutdown) Loops Filled

Mode 5 Loops Not Filled

Mode 6 (Refueling) RCS Level at RV Nozzles

Mode 6 Level Below RV Nozzles

Core Offloaded

Containment Closure

Industry Outage Events

DCPP uses “Safety Monitor,” a probabilistic risk analysis tool that has replaced the older “ORAM-
Sentinel” computer program, to analyze the risk of reactor coolant boiling and core damage risk
while fuel is in the reactor vessel based upon the outage equipment out-of-service schedule
information. The resultant Outage Safety Schedule shows the Defense-in-Depth (DID) Status for
various states of the following safety functions:

Decay Heat Removal Capability

Reactor Coolant System Inventory Control

Reactivity Control

Support Systems (Heat Sink)

Containment Closure

AC Power Available

Spent Fuel Pool Cooling

DC Power

120VAC Instrument Power

Emergency Diesel Generator/Fuel Handling Building/Charging Power Supply

DCPP has a process (Procedure OP Q-38, “Protected Equipment Postings – Outages”) to designate
and protect equipment required for DID of safety systems during outages. The process includes
lists, tags, signage, and physical barriers. The procedure appeared adequate.

An “N+1” defense in depth philosophy, where N generally represents the minimum equipment
needed to maintain a key safety function, is utilized to evaluate the status of the key safety
functions. Defense-in-Depth (DID) Status is represented by the following four color definitions:

Green – represents N+1 DID, where N is the minimum equipment needed to maintain a key
safety function with more than one backup means of support.

Yellow – represents N+1 DID, which is considered the normal DID. Key safety functions are
fully supported with at least one backup means of support.

Orange – represents an N condition, where key safety functions are supported, but minimum



DID is not met, and compensatory measures must be in place.

Red – represents a < N condition in which key safety functions are not supported.

DCPP considers a status of Green or Yellow acceptable for planned outage activities because key
safety functions are fully supported with DID. No planned activities should result in an Orange
condition; however, in the rare case where an Orange condition is necessary, a contingency plan
with compensatory actions must be developed and implemented. The contingency plan then
provides DID, since it provides a backup safety function if the minimum safety function becomes
unavailable. Planned Red conditions are prohibited. The 1R18 Outage Safety Plan contains no
Orange or Red conditions and eleven Yellow ones. Significant points in the Outage Safety Plan are
as follows:

The RCS will not be completely drained and no Steam Generator eddy current testing is
scheduled; therefore, no nozzle dams will be installed.

Temporary Containment Penetration 60 will be installed to support the 10-year Reactor
Vessel in-service inspection, which requires removing the Lower Internals.

Integrated Safeguards testing and associated bus transfer testing will be performed in Mode
5 at the beginning of the outage.

Vital Battery 1-1 cells and DC Distribution Shut Down Panel SD1-1 will be replaced. Prior to
clearing SD1-1, a Class 1E temporary modification for 4kV Bus F relaying and DC control power
and Non-Class 1E temporary modification for selected circuits will be installed.

Vital Bus G will be de-energized for maintenance after the Upper Internals are removed.

Mode 2 Low Power Physics Testing will be performed.

The Refueling Cavity will remain filled during the Defueled Window.

Upgrades to the Process Control System will be performed to address issues of rack power
supply overheating, fiber optic cable protection, HSP annunciator, and software changes.

Containment closure is controlled by Procedure AD8,DC54, “Containment Closure,” which is used
for establishing closure if Residual Heat Removal (RHR) is lost, a fuel handling accident occurs, or in
the event of a severe weather warning for the site. In general, Containment closure capability must
be maintained any time fuel is in the reactor and the Reactor Coolant System (RCS) is not intact.
The required time for achieving closure is determined by Operations based on the existing plant
status and any events occurring. This is based on the time-to-boil for Reactor Vessel coolant.
Containment closure drills are performed prior to plant conditions occurring, which would require
closure. A Containment Closure Team, as directed by the Containment Coordinator, is established
when closure-requiring conditions are possible. Because of the question of inadequate closure
capability following a seismic event, brought up by the DCISC, DCPP has decided to keep the
Containment Equipment Hatch closed during fuel movement in 1R18. This is prudent; however it is
not specifically addressed in the Outage Safety Plan. Because this is a significant new requirement,
the DCISC FFT believes is should be specifically addressed in the Outage Safety Plan. [Note: DCPP
kept the hatch closed until modifying the hatch support system early in the outage, which was



acceptable to the DCISC.]

The DCPP Outage 1R18 Outage Safety Plan was a comprehensive and detailed document describing
the schedule and steps in the outage, which are identified as high risks of core boiling or damage
as a result of losing electric power and/or cooling to the reactor core and Spent Fuel Pool, and the
backup systems that are available. The emphasis is on prevention of incidents, mitigation of
accidents and control of radioactive material. With one exception the Outage Safety Plan appears
to be well designed to achieve outage safety. The exception is that the new DCPP requirement
that the Containment Equipment Hatch be closed and secured during fuel movement is not
specifically addressed. The DCISC believes it should be specifically addressed in the Outage Safety
Plan. [Note: The DCISC originally initiated a recommendation to address the hatch issue in the
Outage Safety Plan. DCPP maintained the hatch closed until it modified the hatch support system
to survive seismic loads. The DCISC finds this acceptable.]

Outage 1R18 Performance Results (Volume II, Exhibit D.9, Section 3.4)

Outage 1R18 began on February 9, 2014 and ended one day ahead of schedule on March 13, 2014.
Outage results and goals were as follows:

Performance Category Goal Actual

Recordable & Disabling Injuries 0 0

Nuclear Safety Events 0 0

Human Events Clock Resets 0 0

Outage Duration (days) ≤ 33 32.98

Does Goal (Rem) 32 30.91

Significant Foreign Material Events (FME) 0 0

Major Reliability Scope items include the following:

Main Generator Re-wedge

Vital Battery 1-1 Replacement

500kV Switchyard Relay Project (Transmission)

Circulating Water Pump 1-1 Motor Overhaul

4kV/480V Vital Bus G Preventive Maintenance

Tan Delta Cable Testing

Reactor Coolant Pump 1-3 Motor Overhaul

Polar Crane Modifications

Rod Control Cluster Assembly Inspections

In-core Thimble Tube Replacement



Containment Fan Cooler Damper Modifications

Containment Fan Cooler 1-3 and 1-5 Motor Overhauls

Positive Outage Aspects:

Turbine Generator Rewedge

Auxiliary Transformer 1-1 Bushing Replacement

Best Human Performance Department Level Event Performance

No Site Clock Resets

Negative Outage Aspects:

Loss of Spent Fuel Pool Heat Removal Due to Grid Disturbance

Vendor Performance on Thimble Tube Replacement, Reactor Vessel Inspection, and Reactor
Coolant Pump Motor Overhaul

Plant Implementation Inefficiencies

Reactor Disassembly/Reassembly Delays

Core Offload Window Valve Work

Emergency Core Cooling Check Valve Testing

Refilling Primary Systems

During Outage 1R18, a 500kV grid disturbance resulted in a voltage transient on the 230 and 500kV
lines leading into DCPP. The momentary loss of power to the Unit 1 Spent Fuel Pool (SFP) Cooling
Pump caused it to trip off. The SFP High Temperature Rate of Change Alarm annunciated in the
Control Room, and operators manually restarted the pump. Pool temperature was 106°F, and time
to boiling was approximately nine hours. There were no safety consequences of the event.

DCPP’s Outage 1R18 results were positive with the one exception of temporary loss of the Unit 1
Spent Fuel Pool Cooling Pump due to an electric grid disturbance. Operators restarted the pump,
and there were no safety consequences of the event.

4.17.3 Conclusions and Recommendations

Conclusions:

The DCPP Readiness for Restart (from outage) Program appeared appropriate. The
implementation of the program for Outage 2R17 was effectively carried out. DCPP’s
concrete repair procedure and repairs of concrete in the Intake Structure appeared
satisfactory. The DCPP Outage 1R18 Outage Safety Plan is a comprehensive and
detailed document. The emphasis is on prevention of incidents, mitigation of
accidents and control of radioactive material. With one exception the Outage Safety



Plan appears to be well designed to achieve outage safety. The exception is that the
new DCPP requirement that the Containment Equipment Hatch be closed and
secured during fuel movement is not specifically addressed. The DCISC believes it
should be specifically addressed in the Outage Safety Plan. DCPP’s Outage 1R18
results were positive with the one exception of loss of a Spent Fuel Pool Cooling
Pump due to an electric grid disturbance. Operators restarted the pump, and there
were no safety consequences of the event.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.18, Plant Security Interface

(Note: because of the sensitive nature of nuclear plant security, only limited information can be
presented in this public report.)

4.18.1 Overview and Previous Activities

The DCISC has previously reviewed plant security in fact-finding meetings by reviewing
security performance measures and by reviewing plant audits and NRC inspections of the Security
Program. Additionally, there have been overviews of the Security Program in DCISC public
meetings.

The DCISC reviews and NRC inspects these measures. The DCISC monitors and assesses current
security measures and expected modifications to determine whether there may be negative effects
on plant safety during normal operation and maintenance and emergency response during off-
normal conditions.

The DCISC’s interest and scope of review was limited to the effects of Security-related barriers and
procedures on nuclear and operational safety rather than Security itself. The DCISC reviewed the
following items during the previous reporting period:

Safety/Security Interface

The DCISC concluded in its previous reporting period that DCPP appears to have an effective
program for maintaining its safety/security interface. The DCISC will follow up on this topic again
during the next reporting period.

4.18.2 Current Period Activities

The DCISC did not review the DCPP safety-security interface during the current period.

4.18.3 Conclusions and Recommendations

Conclusions:

Although the DCISC did not review the DCPP safety-security interface during the
current period, it has found that the DCPP safety-security interface to have be
appropriately designed and implemented in prior periods.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.19,Independent Spent Fuel Storage Installation
(ISFSI)

4.19.1 Overview and Previous Activities

This section of the report describes DCISC reviews of the DCPP Independent Spent Fuel Storage Installation
(ISFSI). “Spent Fuel” is also referred to as “Used Fuel.”

The history of spent fuel storage at DCPP has dictated a number of changes to its approach to this matter over the
years. During plant construction, the expectation for the management of used nuclear fuel was that it would be
stored for a short period on site, then sent off-site to be reprocessed and reused. Accordingly, the DCPP’s
expectation was that there would only be the need for storing a modest amount of used fuel on site at any time,
and the Spent Fuel Pools were each arranged to accommodate 270 fuel assemblies.

As time passed, the reprocessing option did not materialize because of a change in national policy, and the impact
of the accompanying uncertainty regarding the increasing used fuel inventory on site, in turn, led to the need to
expand the used fuel storage capacities to 1,324 assemblies in each pool.

However, national policy on this topic later became directed at the development of a national used fuel storage
facility at Yucca Mountain, Nevada, which was mandated to begin receiving spent fuel in 1998. Recognizing that
DCPP would indeed be able to have its used fuel shipped offsite, PG&E returned the Spent Fuel Pools again to
their original capacities of 270 assemblies in each pool.

In the ensuing years, the recognition that the future of Yucca Mountain as a repository for used nuclear fuel was
in jeopardy and that the future of off-site storage of used nuclear fuel was uncertain, DCPP again expanded its
used nuclear fuel storage capacity to 1,324 assemblies for each pool, which are their current capacities. Also, a
separate Independent Spent Fuel Storage Installation (ISFSI) has been constructed on site for the dry storage of
used fuel whose heat production has decreased to acceptable levels, and the ISFSI began receiving used fuel in
2009.

The DCISC has been following the DCPP ISFSI since it was in the planning stages at PG&E in 1997. The DCISC did
not review ISFSI-related topics during the previous period.

4.19.2 Current Period Activities

The DCISC reviewed the following items related to the ISFSI during the current reporting period:

Used Fuel Update

Spent Fuel Inventory Management

Plans for Spent Fuel Management

Acceleration of Spent Fuel Movement to ISFSI

Used Fuel Update (Volume II, Exhibit D.2, Section 3.8)

The current status of used nuclear fuel at DCPP is as follows. There are about 300 spaces left in each storage pool.



Twenty-three casks at the ISFSI are each full and holding 32 bundles in each cask for a total of 736 assemblies at
the ISFSI. Another six casks (192 assemblies) will be loaded during August/September 2013 and stored on the
ISFSI.

Future plans are that from 2015 through 2025 there is expected to be a transfer campaign for used fuel to be
moved from the Spent Fuel Pools to the ISFSI in each of six of those 11 years. In one of those years, five casks for
each unit are planned to be loaded. In each of the other five years, four casks for each unit are planned to be
loaded.

Thus, when the 2025 loading is complete, the ISFSI will be storing 79 casks containing a total of 2,528 assemblies.
Also, each spent fuel storage pool will have its inventory of used fuel reduced from slightly over 1,200 assemblies
currently to slightly fewer than 800 in 2025.

Plans are in place for reducing Spent Fuel Pool inventories and transferring the used fuel bundles to the
Independent Spent Fuel Storage Installation (ISFSI) in six annual campaigns between 2015 and 2025.

The DCISC wrote the following recommendation in its August 2013 Fact-finding Report (Volume II, Exhibit D.2,
Section 3.8); however, the subject was discussed at the DCISC June 2014 Public Meeting, and the
recommendation has been satisfied. Thus, this recommendation will not be carried forward in this report.

Recommendations:

DCPP should perform an evaluation to determine the maximum number of used fuel bundles
on a per year basis it can move from the spent fuel pool into dry cask storage at the
Independent Spent Fuel Storage Installation (ISFSI), taking into consideration various
constraints. Such constraints include the following: the thermal limits of the dry casks imposing
a minimum threshold on the age of the used fuel; the federal requirements on older used fuel
surrounding newer used fuel; the availability of dry casks; the building schedule of the storage
pads; coordination of refueling outages and dry casks loading schedules; and the availability of
plant staff and contractors for dry cask loadings.

Basis for Recommendation;

The Independent Spent Fuel Storage Installation (ISFSI) provides a safer method for storage of
used nuclear fuel assemblies than do the Spent Fuel Pools. The recommended evaluation will
provide an opportunity to compare current plans for transferring used fuel against what could
be physically possible.

Spent Fuel Inventory Management (Volume II, Exhibit D.6, Section 3.11)

The current status of used nuclear fuel at DCPP is as follows. There are about 300 spaces left in each storage pool.
Twenty-three 32-assembly casks collectively hold a total of 736 assemblies at the ISFSI. Another six casks (192
assemblies) will be loaded during August/September 2014 and stored on the ISFSI.

DCPP’s licenses to operate terminate by 2025, unless license extensions are granted. Future plans are that from
2015 through 2025 there is expected to be a transfer campaign for used fuel to be moved from the Spent Fuel
Pools to the ISFSI in each of six of those 11 years. In one of those years, five casks for each unit are planned to be
loaded. In each of the other five years, four casks for each unit are planned to be loaded.

Thus, when the 2025 loading is complete, the ISFSI will be storing 79 casks containing a total of 2,528 assemblies.
Also, each Spent Fuel Pool will have its inventory of used fuel reduced from slightly over 1,200 assemblies



currently to slightly less than 800 in 2025.

The DCISC wanted to verify the degree to which DCPP could reduce the eventual inventories in both pools below
the levels currently planned for 2025 and could also accelerate the rate of transfer of spent fuel to the ISFSI, if
such changes were feasible. The minimum number of assemblies is determined by an NRC requirement that each
Spent Fuel Pool maintains a sufficient number of old fuel bundles so that each freshly off-loaded fuel bundle being
moved to the pool from the reactor can be surrounded by four old fuel bundles (i.e. by one old fuel bundle on
each of the four sides of each new fuel bundle). The reason for this is that the old fuel bundles surrounding each
of the recently off-loaded fuel bundles will provide “thermal inertia” if the event of a loss of water from the Spent
Fuel Pool. That is, these old bundles would help absorb heat generated by the newly offloaded bundles, to help
keep those bundles from overheating. Since there are times when the entire reactor core of 193 bundles is off-
loaded to the Spent Fuel Pool, then four times 193 (or 772) old fuel bundles need to be available in each pool to
have one old bundle on each of the four sides of each bundle being offloaded from the reactor. That is the
approximate number of old bundles that DCPP plans to have in each Spent Fuel Pool at the end of the currently
planned transfer campaigns concluding in 2025.

In order to accomplish this transfer of Spent Fuel to the ISFSI, DCPP will be constructing additional storage pads.
Five pads will be built in 2014, with each pad having the capacity of 20 casks. Then in 2015 through 2025, eight to
10 casks of Spent Fuel are planned to be transferred in each of six of those eleven years. This raised the question
of why Spent Fuel could not be transferred more rapidly. With respect to this issue, the station maintains that
there is no pressing reason for the planned transfers to be accelerated. This issue is discussed by the NRC on its
Website in the document “Spent Fuel Storage in Pools and Dry Casks, Key Points and Questions & Answers.”
(Most recently dated March 25, 2013) At that time the NRC stated: “The NRC believes spent fuel pools and dry
casks both provide adequate protection of the public health and safety and the environment. Therefore there is
no pressing safety or security reason to mandate earlier transfer of fuel from pool to cask.”

The NRC has been engaged in and recently completed a study entitled ”Staff Evaluation and Recommendation for
Japan Lessons-Learned Tier 3 Issue on Expedited Transfer of Spent Fuel, COMSECY-13-0030.” This NRC report was
issued on November 12, 2013. As the title implies, the purpose of the study was to examine the potential safety
benefits of accelerating the transfer of spent nuclear fuel to dry storage on site. This was a Phase One Study to
determine if additional study is warranted regarding whether to require more expeditious transfer of spent fuel
from nuclear power plants’ spent fuel pools to dry cask storage.

The Report concluded that “the expedited transfer of spent fuel to dry cask storage would provide only a minor
or limited safety benefit” (i.e. less than safety goal screening criteria), and that its expected implementation costs
would not be warranted. The Report further noted that spent fuel pool accidents are a small contributor to the
overall risks to public health and safety stemming from nuclear power plants.

PG&E’s plans for future transfer of spent nuclear fuel from DCPP’s Spent Fuel Pools (SFPs) to the Independent
Spent Fuel Storage Installation currently appear to be in compliance with current NRC regulations.

Report on Potential Implications of Accelerating the Movement of Spent Fuel from the Spent Fuel Pools to the
Independent Spent Fuel Storage Installation and Decreasing the Final Inventory in the Spent Fuel Pools (Volume
II, Exhibit B.6)

Approximately one-third of the spent fuel from each unit is now in each respective spent fuel pool and two thirds
of the DCPP spent fuel inventory is in dry cask storage. In 2015, the plant has plans to load nine casks and in 2016
another eleven casks and by 2016 the plant will have reached the minimum level required for keeping fuel in the
spent fuel pools to be able to remain in compliance with the commitments required by the NRC associated with
its Security Order B.5.b issued in the aftermath of the September 11 terrorist attacks to address response by U.S.



nuclear plants to develop mitigating strategies to beyond design basis type events. Following 2016, dry cask
loading campaigns will be conducted every other year.

The DCISC had the following recommendation in its previous reporting period (2012–2013) annual report:

Recommendation R13-2:

The DCISC recommends that DCPP evaluate the various constraints on how fast spent fuel
bundles can be loaded into the Independent Spent Fuel Storage Installation (ISFSI), and develop
an estimate of, and the rationale for, the practical limit on the number of spent fuel bundles
that can be loaded into the ISFSI on a per year basis.

This recommendation was responded to satisfactorily by DCPP at the DCISC February and June 2014 Public
Meetings (see below and Volume II, Exhibit H, DCISC Recommendations and PG&E Responses) because this
response stated that DCPP had reached the decision to procure a significant number of dry casks and to offload
fuel as rapidly as possible so it could reach the minimum fuel inventory allowed by current regulations. Thus, this
recommendation is not carried forward in this report.

Regarding the fastest campaign to achieve maximum movement of fuel from the spent fuel pools, this maximum
number that can be removed to dry storage is predicated on current regulatory requirements for the minimum
number of older assemblies required to remain within the spent fuel pools, which was determined by the need to
comply with the NRC’s B.5.b Security Order. This order requires nuclear plants to use a checkerboard pattern
when offloading fuel during refueling outages that places an older, colder (lower heat generation) assembly on
each side of an assembly which has been freshly released from the reactor. With 193 fresh assemblies in each
reactor, DCPP needs to keep four times as many older assemblies in the pool to be able to comply with this NRC
safety requirement.

If the NRC license amendment is granted, DCPP would have the ability to load higher burn-up fuels and in order to
get the license amendment in a timely manner DCPP has limited its loading capabilities to date to low burn-up
fuel. The Holtec firm is also refining its cask design to provide for loading higher burn-up fuel and to shorten the
length of time for moving fuel from wet to dry storage.

DCPP provided the following charts in response to the DCISC recommendation requesting the ISFSI loading
capability.





This information satisfied the 2012–2013 Annual Report Recommendation R13-2.

4.19.3 Conclusions and Recommendations

Conclusions:

The DCISC believes that DCPP is prudent in its planned campaign during the coming two years
to move its spent fuel from the Spent Fuel Pools to its Independent Spent Fuel Storage
Installation (ISFSI) dry storage facility, because this campaign will reduce the pool inventory to
the minimum allowed under current NRC regulations. The DCISC will continue to assess this
question to determine whether options could be available to further reduce pool inventories
while maintaining safe conditions for remaining fuel.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.20, Earthquakes and Tsunamis

4.20.1 Overview and Previous Activities

This section of the report provides updates on recent seismic events, tsunamis or related
matters that could affect DCPP.

In previous reports the DCISC has reviewed with PG&E earthquakes occurring in California in the
vicinity of DCPP as well as seismic designs, analyses, and activities related to DCPP. This has included
updates to PG&E’s Long Term Seismic Program which is an NRC license condition requiring PG&E to
monitor and evaluate seismic events world-wide which could potentially affect DCPP design.

In the previous period the DCISC reviewed the following activities:

Workplace Seismic Safety

Shoreline Fault 3D Seismic Measurements Recommendation to San Luis Obispo County Board
of Supervisors and California Coastal Commission

In the previous reporting period the DCISC concluded that DCPP’s newly issued Personnel Seismic
Safety Action Plan is impressive in its comprehensiveness, objectives and completion dates, and
accountability. Their benchmarking of UC Berkeley and Lawrence Berkeley Laboratory is
appropriate. The DCISC will continue to follow this issue closely through completion by DCPP.

4.20.2 Current Period Activities

The DCISC reviewed the following items during the current reporting period:

Workplace Seismic Safety

Tsunami Hazard Analysis

Seismic Licensing Basis

Seismic Characterization Workshop

Seismic PRA Fragility Analysis

Workplace Seismic Safety Update (Volume II, Exhibit D.3, Section 3.7 and Exhibit D.5, Section 3.6)

DCPP has had in place a program called Seismic Induced Systems Interaction (SISI) Housekeeping
Program, which is used to assure that safety- and non-safety-related components cannot adversely
interact with safety-related components. DCPP’s SISI program is designed to protect plant
equipment needed for safe operation and shutdown; however, DCPP has not had a similar program



to protect plant personnel in office spaces and other workspaces from tall furniture which could be
toppled by an earthquake and injure them or block their safe egress, so they can then gain access
to critical plant areas. The DCISC has been trying to get the plant’s attention on this issue since May
2010.

DCPP management began taking ownership of this issue in August 2012 and initiated its plan with
the following documents:

1. Corrective Action Program Notification 50546874, “Personnel Seismic Safety Action Plan” –
the initial (March 11, 2013) documentation of the DCISC’s concern over seismic safety in the
workplace.

2. “Action Plan: DCPP Personnel Seismic Safety,” August 28, 2013 – DCPP’s action plan to
investigate and resolve personnel seismic safety issues.

3. “DCPP Standards for Bracing Furniture, Cabinets, and Storage Racks,” Revision 0 – DCPP’s
specific standard for furniture and cabinets based on the corporate PG&E standard.

The DCISC has concluded DCPP has now been responsive to its concern via the above documents.

DCPP had made substantial progress and has the following schedules for completion:

June 2014 – All deficiencies identified and documented for tracking of resolution

December 2014 – All deficiencies resolved/corrected

The DCISC FFT concluded that this is satisfactory progress.

The DCISC toured several upgraded DCPP office areas. This included renovations to the Main
Administration Building and Engineering offices. The upgrades were impressive, resolving the
personnel seismic safety issues in those locations. DCPP reported that the Shift Supervisor’s Office
adjacent to the Control Room had also been renovated, removing the tall bookcases, which loomed
over the Shift Supervisor’s desk.

DCPP’s recent progress on resolving its Workplace Personnel Seismic Safety issues has been
satisfactory and responsive to the DCISC’s concerns.

Update on Tsunami Hazard Analysis (Volume II, Exhibit D.4, Section 3.4)

As background, a few years ago PG&E undertook to update their understanding of possible tsunami
hazards off the Pacific coast that might threaten the DCPP site. The work began in 2006. The scope
of the first round of PG&E study encompassed tsunamis both from distant sources (far away across
the Pacific Ocean) and from sources near the shore (landslides and nearby seismic sources, for
example.) That first phase published in 2010, generated tsunami hazard inundation maps for an
extensive region of the California coast with grid resolution of about 150 meters (roughly 500 feet).
It was intended as a scoping study.



The DCISC reviewed this report in 2010, and in 2011 reviewed PG&E’s plans to advance their
understanding further. The next (current) phase, intended to account for local sources and tidal
fluctuations, has been aimed at extending the grid resolution down to about 10 meters (just over 30
feet), and at developing better understanding of the near-shore landslide phenomena, with an
emphasis on the continental margin several miles offshore. Crucially, the new work is to be
aprobabilistic hazard study, taking advantage of the most recent approaches used in the nuclear
industry for understanding probabilistic external hazards more generally, such as the guidance on
probabilistic seismic hazard analysis that is now being used throughout the nuclear industry. The
results of a probabilistic hazard study of the kind now underway will be an understanding of the
annual probability of occurrence at the DCPP site of tsunamis of various “sizes,” including an
analysis of the amount and sources of uncertainty in the annual probabilities.

The tsunami assessment will include analyses of several “local” effects near the plant itself,
including wave run-up, inundation, and drawdown; analysis of hydrostatic and hydrodynamic
forces; analysis of debris and water-borne projectiles and their impact; and an assessment of
sediment erosion and deposition. The PG&E tsunami project may not need to perform each of these
several analyses, depending on the details that emerge from some of the work now underway, but
that will not be known until more work is done.

The previous analysis identified three important sources of tsunamis that might affect the DCPP
site: tsunamis arising from distant earthquakes; tsunamis arising from nearby earthquakes; and
tsunamis arising from offshore landslides. Much earlier work was done on the first set of
phenomena (the distant sources), and although that work is being reexamined, the new work is
concentrating on the second two issues, for both of which new studies are being undertaken
because it is recognized that earlier assessments, for example the assessments done when the
DCPP plant was originally licensed, are not adequate based on today’s knowledge.

The best way to characterize the understanding as of now is that, based on the research of a few
years ago, supplemented by some recent analysis,the most likely phenomenon, indeed perhaps the
only phenomenon that could produce a tsunami as high as 10 meters (about 30 feet) at the Diablo
Canyon site is thought to be a local landslide offshore, triggered either by a local earthquake or
perhaps by other forces such as major storms or tidal forces. Therefore this phase of the research is
emphasizing the landslide aspect, including seeking a more detailed understanding of the local
topography off shore and the composition of the undersea ocean floor off shore, mainly near the
continental margin. The seismic aspect of the tsunami study will be examining what the maximum
magnitude might be for such a triggering earthquake, and the magnitude of the wave height that
might result.

The detailed effort now is concentrating on gathering data offshore about local topography, local
geology, and local seismic features, and on putting it into a validated analysis model that can do
numerical simulations. The analysis team has already identified those few nearby offshore zones
where landslides could arise, and is studying each of those zones individually. A hierarchical or
phased approach is being used, so that successively more detailed work is undertaken based on the
findings of the earlier work.



A major aspect of the fieldwork involves taking measurements offshore, including bathymetry
measurements and the mapping of offshore deposits that could be landslide sources.

The PG&E staff indicated that the results of this detailed technical work will become available
gradually over the 2014-2015 time period. The DCISC team believes that some of this work is likely to
be breaking new technical ground in the sense of being ahead of the current state of the art. It will
therefore require (and will receive) peer review in the community of tsunami experts.

PG&E’s technical work on tsunami hazards at the DCPP site is well planned, proceeding very well
so far, and working on the correct set of problems. The work is in fact moving rapidly toward
achieving the needed understanding, and the technical quality seems to be excellent. The DCISC
should continue to follow this work over the next few years.

DCPP Seismic Licensing Basis (Volume II, Exhibit D.6, Section 3.8)

A portion of PG&E’s continuing efforts were to include analyses of planned offshore seismic
soundings that were anticipated to assist in examining the impact of the Shoreline Fault in greater
depth. However, these activities were terminated as a result of concerns by the public and local
governmental officials that the soundings could have an adverse impact on sea life in that area.
Nevertheless, the NRC has determined that information available to date is sufficient to adequately
verify the plant’s ability to maintain a safe condition in the event of postulated earthquakes.

In this vein, PG&E is actively participating in a series of workshops conducted to support the Senior
Seismic Hazards Analysis Committee (SSHAC) Level 3 Study of the seismic hazard at the site. That
Study is following NRC guidelines for such a study. Several workshops have already been held,
some of them concerned with understanding seismic sources in the plant vicinity and others
concerned with characterizing how the seismic ground motion would propagate from any of those
seismic sources to the site. The most recent ground motion workshop was in October 2013 and the
next one will be on March 10-12, 2014, both in Berkeley, CA. A DCISC representative has attended
each of these workshops and will continue to do so. The purpose of these workshops is to ensure
that the most reliable information and analytical tools that are available are being used to assess the
sizes and likelihoods of earthquake ground motions at the DCPP site.

Throughout DCPP’s construction and operating history, information regarding the seismicity of the
site has grown and become more reliable. This has resulted in identifying, classifying, and analyzing
various earthquakes with increasing confidence as the years have passed, including: the Design
Earthquake, the Double Design Earthquake, and the Hosgri Earthquake. Most recently the Shoreline
Fault was discovered, which has prompted further analysis of DCPP’s seismic risk. The above-
mentioned offshore soundings were intended to provide even more information than that already
gathered with respect to this Fault.

The Nuclear Regulatory Commission has the responsibility for determining whether the station
meets the requirements of its Operating License, and what the elements of this License should be



with respect to assuring that the plant is seismically safe. Most recently a public interest group
expressed concern over some issues related to aspects of DCPP’s operating license that are
specifically related to seismicity. This group has solicited the DCISC to engage in a review of these
licensing issues. The DCISC has been attentive to the technical issues concerning what the plant’s
seismic licensing basis is, in order to assure that these issues do not raise a safety concern otherwise
unknown to us, but has not engaged in evaluating and critiquing DCPP’s licensing basis per se.

The DCISC concluded that whether the controversy over the plant’s seismic licensing basis raises a
safety concern might best be addressed by the full Committee during one of DCISC’s future public
meetings. (See Volume II, Exhibit B.6, Minutes of DCISC February 11-12, 2014 Public Meeting for that
discussion).

The DCISC concluded that the full DCISC should be engaged in reviewing whether the controversy
over the plant’s seismic licensing basis raises a safety concern.

Seismic Source Characterization Workshop (Volume II, Exhibit D.7, Section 3.11)

The DCISC attended segments of a three-day workshop sponsored by PG&E, entitled “Seismic
Source Characterization Workshop 3: Preliminary Model and Hazard Feedback.”  PG&E ran this three-
day workshop on March 25–26–27, 2014 in San Luis Obispo.

The background is that PG&E is in the midst of an almost three-year-long project to produce a
completely updated probabilistic seismic hazard analysis for the Diablo Canyon site. This major
project was begun by PG&E before the NRC, in a 2012 generic letter to all power-reactor licensees
under 10 CFR 50.54(f) (Reference 6.10), required each power plant to reassess its seismic hazard
using a probabilistic methodology known as the Level-3 SSHAC methodology (see below.)
Therefore, although today this work is formally being done in response to the NRC’s 50.54(f) letter
of 2012, it had begun earlier and would have been undertaken in any event.

Workshop participants included about a dozen members of PG&E’s study team, a half dozen outside
peer reviewers, and about thirty other participants: seismic hazards experts, NRC and California
state regulatory observers, and several members of the general public. This was the third of three
workshops to explore technical issues related to the seismic sources that could affect the seismic
ground motion at the DCPP site. (Three other workshops have also been conducted to explore
technical issues related to how the seismic energy from a seismic source would propagate from
such a source to the DCPP site.)

The methodology being used to perform this probabilistic hazard study is the so-called “SSHAC
Level-3 methodology,” which follows guidance of an NRC-DOE-EPRI-supported expert panel called
the “senior Seismic Hazard Analysis Committee” (the “SSHAC Committee.”) The SSHAC Committee
report is cited as NUREG/CR-6372 (Reference 6.11). One of the DCISC members (Dr. Budnitz) chaired
the SSHAC Committee back in the 1990s, and is therefore intimately familiar with the methodology.
Also, Dr. Budnitz has recently attended all three of the PG&E ground-motion workshops cited
above.



Based on the DCISC’s observations, it is clear that this seismic-hazard project is well-along in its
technical work. Extensive work has been done to incorporate the technical insights and models of
many different experts about the seismic sources near the plant, and to assimilate very large
amounts of recent seismic, geological, geophysical, and geodetic data relevant to the task of
developing a modern seismic hazard for the Diablo Canyon site. The DCISC was impressed with
both the complexity of the information available about site hazard and the multiplicity of different
interpretations of the relevant data. The PG&E-led team seems well qualified to carry out the work.
Many of the project’s technical participants and all of the outside peer reviewers have nationally
recognized expertise. The project’s schedule will produce a final report sometime in late 2015. The
DCISC should continue to follow the technical developments in this important project as the work
proceeds.

The DCISC finds that the current project to develop probabilistic seismic hazard information about
the Diablo Canyon site is going well. It is being carried out by a PG&E-led team of experts drawn
from throughout the relevant technical community nationwide. This team has outstanding
credentials. The DCISC should continue to follow the progress of this important work.

Status of Probabilistic Fragility Analysis for the Seismic PRA (Volume II, Exhibit D.7, Section 3.12)

In 1987–1988, DCPP completed a seismic PRA that at the time was widely acknowledged, both
nationally and internationally, to be among the best seismic PRAs ever accomplished. That seismic
PRA broke new ground in a number of methodological areas, and was also the first seismic PRA
ever performed at a nuclear power plant site with very high seismicity. In the intervening years, it
has been cited frequently in the seismic-PRA field and its quality widely acknowledged.

However, more than a quarter century later, it is now out-of-date, and over two years ago the plant
began an effort to update it. This means (a) updating the probabilistic seismic hazard analysis, being
done in a separate project discussed above in this report (“Seismic Source Characterization
Workshop”); (b) updating the probabilistic analysis of the seismic fragilities of the structures and
components, the topic here; and (c) updating the plant probabilistic systems-analysis model, an
effort that is also underway and that was the subject of an earlier DCISC review (See Section 4.8.2).

Since DCPP began its update of the seismic PRA, the NRC, in a generic letter to all power-reactor
licensees under 10 CFR 50.54(f) (Reference 6.10), regarding lessons learned from the Fukushima
accident in Japan, has required each power plant to reassess its seismic hazard, and for western
plants in high-seismicity areas, like Diablo Canyon, to update the plant’s seismic PRA as well.
Therefore, today this seismic-fragility work is formally being done in response to the NRC’s 50.54(f)
letter of 2012, but it had begun earlier and would have been undertaken in any event.

A major finding at the time of the 1988 seismic PRA was that the seismic capacity of each item of
equipment and each structure was strong enough that failures due to seismic causes would only
occur for earthquake motions significantly in excess of the plant’s design basis earthquake. The
objective of the current seismic-fragility effort is to repeat that analysis, but using the current plant
configuration (which differs in a few ways from the configuration in 1988.) The fragility analysis will



also use the best current information about the seismic hazard at the site and will include a modern
analysis of how the seismic energy from a large earthquake would enter the site from below,
propagate into the structures, and produce seismic motions at the base of each equipment item or
structure being studied.

The status of the analysis is that a team of experts has been placed under contract to perform the
analysis, working in conjunction with DCPP staff engineers. This team includes in its membership
two engineers who actually participated in the earlier analysis over a quarter century ago. DCPP has
also put together an outside group of experts to perform a peer review of the analysis. This group’s
assignment is to meet regularly throughout the two-year duration of the fragility project to provide
feedback and review. Both the contractor analysis team members and the group of outside peer
reviewers are among the top experts nationally in this field, and the DCISC Fact-finding team
concurs … one of us (Dr. Budnitz) has worked closely with many of these individuals over the past
two-decades plus, including some current technical work with one of them on a different project.

The technical work is well under way. No analysis problems have arisen so far. It is too early to
predict the outcome of the fragility analysis, but no structure or equipment item so far has been
found to have a significantly weaker seismic capacity than had been determined in the earlier
analysis many years ago — if such a finding has been made even in a preliminary way, this would
have been immediately brought to the attention of DCPP management. However, because the
work is still under way, no final results exist. The fragility analysis at this stage is using the seismic
hazard information available earlier, not the new seismic hazard information being developed
concurrently by the plant. When that new seismic-hazard information is finally available, it will then
be used to update the fragility analysis before finalizing this project. The current schedule is
expected to produce final seismic-PRA results sometime in mid to late 2015.

The DCISC review finds that the current project to develop probabilistic seismic fragilities for the
plant’s structures and equipment seems to be going well. It is being carried out by a team of
outside experts in collaboration with DCPP staff engineers. This team has outstanding credentials.
The DCISC should continue to follow the progress of this important work.

4.20.3 Conclusions and Recommendations

Conclusions:

DCPP’s recent progress on resolving its Workplace Personnel Seismic Safety issues
has been satisfactory and responsive to the DCISC’s concerns. PG&E’s technical
work on tsunami hazards at the DCPP site is well planned, proceeding very well so
far, and working on the correct set of problems. The DCISC concluded that the full
DCISC should be engaged in reviewing whether the controversy over the plant’s
seismic licensing basis raises a safety concern. The DCISC finds that the current
project to develop probabilistic seismic hazard information about the Diablo
Canyon site is going well. The DCISC should continue to follow the progress of this
important work.



Recommendations:

None
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24th Annual Report, Volume 1, Section 4.21, Fire Protection

4.21.1 Overview and Previous Activities

Fire protection requirements are contained in NRC’s regulations in 10CFR50 Appendix R.
Appendix R specifies the minimum requirements for safe shutdown systems and equipment, fire
hazards analysis, prevention, detection and mitigation, fire brigades and training, emergency
lighting, fire barrier and penetration qualifications, and fire doors. PG&E has committed to
implementing these requirements, utilizing interpretations and deviations approved by NRC. The
NRC periodically performs inspections of the DCPP fire protection program implementation.

The DCISC has looked into the following aspect of DCPP fire protection in the previous reporting
period (2012–2013):

Fire Protection Issues

Implementation of NFPA-805, LBVP, and NRC’s Triennial Fire Protection Inspection

The DCISC concluded in the previous reporting period that DCPP’s Fire Protection Program and
Systems have been considered satisfactory, though not without issues, in the past by NRC and the
DCISC. DCPP is strengthening Fire Protection by transitioning to regulations under the National
Fire Protection Association Standard 805, by reviewing its implementation of regulatory
requirements in the DCPP Licensing Basis Verification Project, and by correcting issues found by
its Self-Assessment and NRC’s Triennial Fire Protection Inspection.

4.21.2 Current Period Activities

The DCISC reviewed the following fire protection items during the reporting period:

Fire Door Issues

Fire Door Issues (Volume II, Exhibit D.7, Section 3.5)

At the December 11, 2013 Plant Health Committee meeting the Appendix R Program Manager
reported that this fire protection program health was Red, unsatisfactory, due to the following:

Excessive Critical Component Failure/Adverse Equipment Trend (one or more critical
component failures without an action plan) because of 16 impaired fire doors for several years
due to financing deferrals. The impaired doors require fire watches, an unsatisfactory long-
term substitute for fully functional fire doors. DCPP has an action plan to replace/repair these
doors, but funding has been deferred through 2016. This deferral was a concern to the DCISC,



and the earlier Fact-finding Team recommended that the DCISC look further into the
deferrals.

The funding for these doors was deferred from 2012 until 2017, which appeared unacceptable to
the DCISC. Six of these 16 doors have now been repaired or replaced, leaving 10 doors needing
resolution. These ten remaining doors have been included as highest priority in the Plant Door Life
Cycle Management Plan. This plan was presented in June 2014 to the Plant Review Committee for
funding, which was approved for 2015. The DCISC should follow up on fire doors in about six
months.

4.21.3 Conclusions and Recommendations

Conclusion:

The DCISC learned in December 2013 that 16 impaired fire doors would not be
repaired or replaced until 2017 due to funding deferrals and found this
unacceptable. Following up in March 2014, the DCISC found that six doors had been
repaired or replaced, and the remaining ten were the highest priority on the Plant
Door Life Cycle Management Plan. The ten impaired doors are compensated for by
fire watches, which, while acceptable, is not desirable. This is an acceptable start,
and the DCISC should follow up on this issue near the end of 2014.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.22, Training and Development Programs

4.22.1 Overview and Previous Activities

In DCISC’s 2011–2012 Annual Report this Section was renamed “Training and Development
Program”s from its prior title of “Learning and Development Programs.” The focus of this Section is
on formal environments created to transfer specific knowledge and skills to individuals within the
organization for their individual development. Organizational Development is included in Section
4.14 “Organizational Effectiveness and Development.”

The DCISC reviewed the following training topics during the previous reporting period (2013-2014):

Status of Operator Licensing Classes 09-1 and 11-1

Maintenance Training Program

Observation of Electrical Maintenance Training

Current Operator Licensing Class

Simulator Training

Maintenance Shaft Alignment Training

Simulator Requalification Exam

The DCISC concluded in the previous reporting period that DCPP appeared to be taking focused
action to address underlying causes for licensed operator candidate failures on the NRC licensing
examinations in 2011. DCPP’s process for preparing its candidates continued to be carefully
followed by the Operations and Training Groups and by the Candidate Readiness Review Board.
Station documentation indicated that Maintenance workers are trained and qualified in a timely
fashion to perform their assigned tasks, and only a few issues have arisen on this issue during the
past year. The continuing Electrical Maintenance Training lesson on the components of the Fuel
Transfer System was well conducted. Increased efforts have been applied to validating
examinations and to addressing knowledge weaknesses of candidates in training for positions as
Reactor Operator or Senior Reactor Operator. The observed simulator training session presented
a fast-paced, varied, and challenging scenario. Actions taken by the operating crew appeared to
be appropriate. The DCPP Mechanical Maintenance Training on rotating equipment shaft
alignment appeared comprehensive and effective. The process for development, administration,
and control of NRC licensed reactor operator and senior reactor operator biennial requalification
examinations appeared to be well structured, thorough, and tightly administered.

4.22.2 Current Period Activities



During the current period (2013-2014) the DCISC reviewed the following topics related to
training and development:

Simulator Training on Anticipated Transients without Scram (ATWS)

Observation of Mechanical Power Transmission Class

Engineering Training Program

Simulator Training on Anticipated Transients without Scram (ATWS) (Volume II, Exhibit D.2,
Section 3.7)

An ATWS is one of the “worst case” accidents. Such an accident could happen if the scram system
(i.e. rapid shutdown by dropping all control rods into the nuclear reactor core, which provides a
highly reliable means of shutting down the reactor) were to fail to function when called upon
during an event. The types of transients considered are those used for designing the plant, i.e. the
design basis.

A summary of the operator manual actions that would be taken in the event of an ATWS is as
follows:

Manually scram (trip) the reactor

Open the Reactor Trip circuit breakers

Drive in the control rods in auto or manual

Trip the main turbine, ramp down the turbine

Borate the Reactor Coolant System (RCS), i.e. add Boric Acid, which absorbs neutrons and
retards the nuclear reaction

For every action delineated in ATWS procedure, there was an accompanying action prescribed in
the procedure for the situation where the expected plant response (e.g. scram, turbine trip,
boration) did not occur. Also, if an ATWS were to occur, the most limiting situation would be the
accompanying loss of Main Feed Pumps (MFPs), because this would be a loss of the main method
of removing heat from the reactor coolant system, i.e. providing feedwater to the Steam
Generators, which would continue to produce steam, which in turn would remove heat from the
Reactor Coolant System (RCS).

DCPP includes both classroom and control room simulator training on Anticipated Transients
Without Scram (ATWS) as part of its Continuing Training Program for Control Room Operators,
and the training appeared to be appropriate.

Observation of Mechanical Power Transmission Class (Volume II, Exhibit D.3, Section 3.8)

This Power Transmission Training was part of the Mechanical Apprentice Training, Basic Tools and
Shop Equipment Course, Fundamentals of Mechanical Power Transmission. The course manual



contained segments on the following items:

Classroom Personnel Safety

Human Performance Error Prevention Tools

Types of Mechanical Power Transmission Drives

Belt Drives

Chain Drives

Gear Drives

Coupling Drives

Shaft Drives

Maintenance, Preventive Maintenance, and Installation of the Types of Drives

Troubleshooting Drives

The course was a combination of classroom and hands-on training for changing, aligning, and
tensioning belts on a belt drive.

The DCPP Mechanical Maintenance Course on Mechanical Power Transmission appeared to be
well prepared with good materials, appropriate for the type of students enrolled, and effectively
instructed.

Engineering Training Program (Volume II, Exhibit D.4, Section 3.2)

Three separate DCPP committees periodically review training programs for each of a number of
individual disciplines at the station (e.g. Engineering, Operations, Maintenance, etc.).

Each Training Oversight Committee (TOC) is comprised of Director Level Personnel

The Training Advisory Committees (TAC) are comprised of Managers

The CRCs are composed of Supervisors

A Mid-Cycle Self-Assessment (S/A) was performed to comply with the station’s procedural
requirement for such a formal assessment of the ESP Training Program. Similar reports are
developed for the station’s other formal training programs. The S/A included assessments of the
following:

Effectiveness of evaluations of identified issues and corrective actions

CRC effectiveness

Use of in-house and industry experiences

The engineering mentoring process



Line development of ESP work-group-specific training

The S/A process included reviews of procedures and other applicable documents, interviews, and
observations of ESP training.

Overall, this particular assessment determined that DCPP had been meeting the training guidelines
for the program. A noted strength of ESP Training mentioned in the S/A Report was the station’s
incorporation of human performance dynamic learning activities into the program.

Two negative comments were also included in the S/A Report as follows:

The evaluation of task qualifications for the digital engineer position had not been timely.

Shortfalls in both ESP refresher training and subcommittee effectiveness had challenged the
effectiveness of the training.

Each of the above two negative issues was entered into DCPP’s Corrective Action Program.

Positive comments noted that the ESP Initial Training Curriculum Review Committee (CRC) Meeting
was well organized and exhibited strong line engagement, and the use of Subject Matter Experts
(SMEs) to teach both ESP Initial and Continuing Training Classes was viewed as beneficial. Also, the
Engineering group had been experiencing no situations where workers had been working in areas
in which they had not been formally qualified, nor had there been performance issues in the plant
that were related to inadequate engineering training.

The CRC is a working-level committee that determines the details and structure of a training
program to ensure incumbents receive the training needed to maintain and improve their
performance. Its focus is both broad and detailed and involves examinations of the following:

Content, settings, delivery methods, and schedules for training

Desired outcomes and evaluations of training effectiveness

Trends in plant and personnel performance that may be corrected or improved through
actions identified during CRC meetings

The CRC support package included minutes from the most recent meetings of the TOC and the TAC.
Also included were the following:

A Master Task List of several dozen tasks assigned within ESP Training

Summaries of various Corrective Action documents pertaining to ESP training, such as

Recommendation for a management review of Task Performance Evaluations

Development of a package on Plant Performance Improvement Report Metrics

Additional training, as needed, for Engineering on the Preventive Maintenance Program



Additional training, as needed, for Engineering’s interface with Procurement

Finally, it was noted that the engineering workforce is aging and that anticipated future retirements
will dictate a continuing need for knowledge transfer between highly experienced and less
experienced engineers.

DCPP’s Engineering Training Group appears to have strengthened the depth and rigor of its
program with respect to the many and varied technical disciplines that comprise the Engineering
function. As the station has noted, continued attention is needed to address knowledge transfer
from the experienced, aging staff to newer engineers.

Conclusions:

DCPP includes both classroom and control room simulator training on Anticipated
Transients Without Scram (ATWS) as part of its Continuing Training Program for
Control Room Operators, and the training appeared to be appropriate. The DCPP
Mechanical Maintenance Course on Mechanical Power Transmission appeared to be
well prepared with good materials, appropriate for the type of students enrolled,
and effectively instructed. DCPP’s Engineering Training Group appears to have
strengthened the depth and rigor of its program with respect to the many and
varied technical disciplines that comprise the Engineering function. As the station
has noted, continued attention is needed to address knowledge transfer from the
experienced, aging staff to newer engineers.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.23, License Renewal

4.23.1 Overview and Previous Activities

The purpose of the section is to describe the DCISC’s review of DCPP License Renewal.

On April 10, 2011, PG&E submitted a request to the NRC to defer its issuance of the DCPP license
renewal until certain seismic reviews are completed in 2015. Therefore, the DCPP License Renewal
Project was on hold during the July 1, 2012 through June 30, 2013 reporting period.

4.23.2 Current Period Activities

As discussed in the above Section, on April 10, 2011 PG&E submitted a request to the NRC to
defer its issuance of the DCPP license renewal until certain seismic reviews are completed in 2015.
Therefore, during DCISC’s reporting year July 1, 2013 through June 30, 2014, DCISC temporarily
suspended its review of DCPP’s activities regarding license renewal.

4.23.3 Conclusions and Recommendations

Conclusions:

During this DCISC reporting period, the DCPP License Renewal Project to obtain
NRC approval for a twenty-year extension of the operating license for each unit
remained on hold for completion in 2015. The DCISC will resume its review upon
the restart of Licensing Renewal activities.

Recommendations:

None
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24th Annual Report, Volume 1, Section 4.24, Closed Loop Cooling

4.24.1 Overview and Previous Activities

This section of the Annual Report was new beginning with the 2010-2011 reporting period. The
purpose of the section is to describe the DCISC’s review of the Environmental Protection Agency’s
(implemented by the California State Water Resources Control Board) proposed new rules on
requiring closed loop cooling, i.e., cooling towers, on power plants with once-through cooling. The
DCISC reviewed the following during the previous reporting period:

Status of DCPP’s Examination of Options to Once-Through-Cooling

The DCISC concluded in the previous period that the contractor working under the aegis of the
California State Water Resources Control Board has completed the first of two phases of
examining alternatives to once through cooling (OTC) at DCPP. Many options were considered
and eliminated in Phase 1, and a smaller number have been selected for review in Phase 2. All of
these remaining options would require major changes to the site, lengthy shutdowns of the two
units, heavy capital expenditures, and potentially adverse impacts to operational safety. The
DCISC intends to follow this issue over the next year or more and to review the operational safety
implications of any proposal that would replace OTC with a different technology.

4.24.2 Current Period Activities

During the current period, the DCISC reviewed the following closed loop cooling items:

DCPP’s Examination of Options to Once-Through-Cooling

DCISC Approval of Bechtel Report on Cooling Towers

DCPP’s Examination of Options to Once-Through-Cooling (Volume II, Exhibit D.3, Section 3.4)

The State of California regulates the use of Once-Through-Cooling (OTC) through the State Water
Resources Control Board (SWRCB). OTC is a method of cooling that draws water from a large body
(e.g. the Pacific Ocean) and pumps it through heat exchangers where it absorbs the heat from
other systems and is returned to and gives up its heat to the same body from which it was initially
drawn. In DCPP’s case, the station draws water from the Pacific Ocean, pumps it through the main
condenser in which it condenses steam (that had been used to spin the turbine generators, as well
as a variety of other much smaller heat exchangers, and is now “spent”) into water so that the
water can be pumped back to the steam generators in a closed loop. In the steam generators, this
same water is reheated to steam by the reactor coolant system, which is a separate closed loop.
The water coming from the Pacific Ocean returns in a warmed condition back to the Pacific, where



it gives up its heat to the Pacific. The OTC system impacts fish and other living organisms that are
drawn into the intake or that live in the warmed ocean water.

California adopted a new OTC Policy in October 2010, which requires users of OTC to examine
alternative cooling methods to reduce or eliminate the environmental effects the OTC system is
having on the Pacific. The state policy acknowledges the special contributions that nuclear plants
make to the environment and to the electric generation system in that the plants are not producers
of greenhouse gases and they provide a reliable base load of electric generation. Nevertheless, the
policy requires that each nuclear generating station evaluate alternatives to OTC by comparing the
alternatives to OTC against current OTC from the standpoints of environmental protection, safety,
and economics, which includes reliability and availability of electric generation. The SWRCB will
review the results of the evaluations, and it has established a special Nuclear Review Committee to
oversee the special studies being performed by California’s nuclear utilities, who have engaged
third-party contractors to perform these studies.

The DCISC reviewed potential safety impacts for fresh-water, closed loop cooling towers sited on
the north side of DCPP, when it reviewed the Bechtel study for the State Water Resources Control
Board (SWRCB), “Independent Third Party Final Technologies Assessment for the Alternative
Cooling Technologies or Modifications to the Existing Once-Through Cooling System for Diablo
Canyon Power Plant.”  This DCISC review reached four major conclusions:

1. Bechtel’s assessment (as we have paraphrased it) is that if any of the seven alternative options
under consideration were to be selected to replace [once through cooling] OTC at Diablo
Canyon, the nuclear-reactor-safety impact on the plant would not be significant enough that
PG&E would even need to ask for an NRC license amendment before it could proceed with
installing that option at Diablo Canyon.  The DCISC has reviewed Bechtel’s conclusion and the
basis for it.  We find that this conclusion is questionable for the offshore wedge-wire system,
because this system requires that a new safety-related system be designed and installed in the
plant intake structure. We also find that it is unlikely, given how extensive the plant
modifications are, that the installation of any of the five closed cooling options could be
performed without a license amendment request.

2. We find that the nuclear safety impacts of the alternative cooling options, if and when they are
appropriately designed, manufactured, and installed, would likely be sufficiently small that NRC
approval could be obtained.  However, the DCISC has an additional criterion for judging the
safety impact of an alternative plant cooling technology at Diablo Canyon.  That is because, in
our view, meeting NRC’s safety regulations is necessary to support a decision to proceed, but not
sufficient.

3. Based on our review of the technical information in front of us, we judge it probable that none of
the proposed new technologies, if and when they are developed and implemented in accordance
with established safety practices, would pose a sufficient safety problem to preclude NRC
licensing of the modified design.  However, this is not a strong conclusion based on evidence, but
merely a judgment based on what we know so far.  Crucially, more analysis is needed, and until
more design detail is available, whether our DCISC safety criterion will be met remains an open



question.

4. One of our primary concerns with any of the proposed alternative cooling methods involves the
potential impact on plant reliability, in particular whether the modified configuration might be
more prone to generating plant trips and forced outages, with a potential impact on plant
safety, in particular a potential impact on ASW/UHS [Auxiliary Salt Water/Ultimate Heat Sink].
 Significant additional design and analysis are needed to assess the likely effects of the
alternative cooling methods on plant reliability.

Subsequent to this DCISC review, the SWRCB Nuclear Review Committee directed Bechtel to also
study designs for cooling towers that would use salt water, and that would be located to the south
of the plant.   The DCISC reviewed three specific areas:  (1) how increased salt deposition on plant
equipment might impact plant reliability and safety, (2) how construction activity for southern-
siting of cooling towers could affect underground utilities including the Auxiliary Saltwater System,
and (3) how construction and operation of southern cooling towers could affect site emergency
response capabilities.

Salt Deposition

The deposition of salt onto equipment can have negative impacts on reliability and on plant and
personnel safety.  Recent problems with salt deposition at DCPP include a series of flashover events
occurring on high voltage bushings.  Three recent events are summarized in the April, 2014 FF
report (Reference 6.10), and include an event in October 2012, where during a light rain arcing was
noted on the Unit 2 A and B Phase Main Bank Transformer (MBT) and shortly afterward the 500 kV
insulator flashed to ground, causing Unit 2 to trip.  A similar Unit 2 trip occurred in July, 2013 during a
periodic hot washing of the 500 kV insulators for Unit 2, which are conducted every 6 weeks, where
overspray induced an external arc around the lighting arrester insulation and flashover.  A third
event occurred in February, 2014, after about an hour and a half of light rain, again on the Unit 2
Main Bank Transformer “B” Phase Lightning Arrester.

Due to these flashover events, which cause plant trips and place personnel at risk of injury, DCPP
has started a program to measure the rate of salt deposition on transformers by collecting salt
samples on coupons placed near the Unit 1 and Unit 2 transformers. The coupons are replaced on a
monthly basis, so that seasonal variability in salt deposition rates can be measured.  These
measurements have revealed an important phenomena, which is that the Unit 2 transformers
experience higher rates of salt deposition than Unit 1, approximately double, which is ascribed to
added salt spray from the plant cooling water outfall, that tends to be carried by prevailing winds
through the gap between the turbine and administration buildings and thus to deposit salt on the
Unit 2 transformers, while the Unit 1 transformers experience salt deposition primarily from natural
sources of spray. This higher rate of salt deposition, caused by carryover from the plant outfall,
helps explain why the major problems with flashover events have involved the Unit 2 high-voltage
equipment.

Key equipment that must be studied includes high voltage insulators in transformers, as well as
switchyards.  A particular area of risk that required very careful evaluation will be loss of offsite



power (LOOP) due to potential simultaneous electrical failures in the 230 kV and 500 kV switch
yards.  Turbine building, auxiliary building, fuel handling building, and control room ventilation
supply systems will need to be evaluated for the potential for large increases in salt particulate
loading under adverse weather conditions.  Likewise, air cooled equipment, including the
emergency diesel generators, requires study to assure that potential high salt deposition rates can
be managed.  For emergency diesel generators, it may be necessary to modify the technical
specifications for periodic testing to assure that testing does not occur during periods of adverse
weather and high salt deposition.

Underground Utilities

The DCISC reviewed a set of site drawings showing underground lines and utilities that would be
affected by the installation of cooling towers to the south of the plant, and the requirement to
install new underground cooling water conduits and to upgrade 12 kV power to provide electricity
to new circulating pumps and cooling tower fans.

The list of underground systems that would be impacted and require potential modification is
extensive, and includes drain pipes, domestic water, drinking water, cathodic protection, auxiliary
salt water, electrical power conduits, grounding wires, vent lines, sump transfer piping, fire water,
sanitary sewer, storm drain, fuel oil, information technology conduits, and security data.

The most important safety-related system that would be impacted by southern siting of cooling
towers appears to be the Auxiliary Salt Water (ASW) system.  Over a part of their length, the
conduits for ASW are integrated into the concrete structures for the current circulating water
system, which would likely need to be demolished to allow integration of the new closed-circuit
circulating water system conduits.  Thus it appears that ASW conduits would need to be rerouted
and replaced.

The complexity of the underground systems that would be impacted by southern siting is
somewhat greater than, but still comparable to, the complexity of systems that would be impacted
by northern siting.  In both cases, the logistics for excavation and construction, particularly if most
work is done while the plant remains operational, will be highly complex.  In both the southern and
northern cases, it would not be possible to assess the full safety impacts during and after
construction until detailed design engineering and construction logistics planning is complete.

Site Emergency Access

The primary emergency access for DCPP is from the south side of the site, so southern siting of
cooling towers has a larger impact on plant emergency response than does northern siting.  In its
original review of the Bechtel study for closed cycle cooling, the DCISC did not consider impacts on
site emergency response because they would be expected to be small and manageable for
northern siting.

The DCISC reviewed preliminary site arrangement drawings developed by Bechtel for southern



siting of cooling towers.  The drawing shows that most of the site access roads must be rerouted to
accommodate new cooling towers.  The proposed site arrangement keeps the existing security and
training buildings.  The training building is important to safety, because it houses the control-room
simulator that is used for operator training and for the conduct of emergency response exercises.

While it appears feasible to re-route access roads to allow southern construction of cooling towers,
the logistics for maintaining appropriate site emergency response access and capability, along with
security, during construction will be highly complex.  Detailed design engineering will be required
to develop plans to mitigate the negative impacts that construction will have on site emergency
access and response.  Northern siting would have significantly lower impacts on both emergency
access and response.

The use of salt water for closed-cycle cooling, and the location of cooling towers to the south of
the DCPP plant, may have greater adverse safety impacts compared to northern siting of cooling
towers using fresh water.  The use of salt water for cooling towers is problematic, due to very
large increases in the rate of salt deposition on equipment during periods of adverse weather,
that may result in failures of key safety-important systems, in particular off-site power supplies
and emergency diesel generators.  Both northern and southern siting will have large impacts on
underground utilities, including safety-related Auxiliary Salt Water systems and underground fuel
tanks for emergency diesel generators, and detailed design information will be needed to fully
assess these impacts.  Southern siting has a much larger impact on site access and emergency
response capabilities during construction than northern siting, although acceptable site access
appears possible for both options after construction is complete.  The DCISC should continue to
follow studies of alternatives to Once Through Cooling closely, particularly if salt-water cooling
towers are selected.

DCISC’s “Evaluation of Safety Issues for ‘Independent Third Party Final Technologies Assessment
for the Alternative Cooling Technologies or Modifications to the Existing Once-Through Cooling
System for the Diablo Canyon Power Plant,’” (Volume II, Exhibit B.iii).

The DCISC held a properly announced public meeting on September 4, 2013 to discuss and approve
its “Evaluation of Safety Issues for ‘Independent Third Party Final Technologies Assessment for the
Alternative Cooling Technologies or Modifications to the Existing Once-Through-Cooling System
for the Diablo Canyon Power Plant.’” The minutes of that meeting are included as Exhibit B.iii in
Volume II. Following a description of the evaluation, public input, and Committee discussion, the
DCISC approved the report. The final report is included herein as Appendix 1.

4.24.3 Conclusions and Recommendations

Conclusions:

The DCISC has identified a number of potential nuclear safety issues with the use of
closed cooling at DCPP. Insufficient information was available to resolve these
questions during this review period. The DCISC intends to follow this issue over the
next year or more and to review the operational safety implications of any proposal



that would modify the cooling water systems at DCPP.

Recommendations:

None

Appendix 1

Diablo Canyon Independent Safety Committee’s Evaluation of Safety Issues for “Independent
Third Party Final Technologies Assessment for the Alternative Cooling Technologies or
Modifications to the Existing Once-Through Cooling System for the Diablo Canyon Power Plant’“

5 September 2013

Concurred in by the Three Members of the DCISC at the DCISC Public Meeting on 4 September 2013

Robert J. Budnitz

Peter Lam

Per F. Peterson

Background: The request from the SWRCB “Review Committee”

In early 2011, the California State Water Resources Control Board appointed a special committee, a
“Review Committee to Oversee Special Studies for the Nuclear-Fueled Power Plants Using Once-
through Cooling” (the “Review Committee”) to assist it in evaluating various technical options that
might be used to replace or reduce the environmental impacts of once-through cooling (OTC) at
the two nuclear power plants along California’s Pacific coast, Diablo Canyon and San Onofre. To
discharge its charter, the Review Committee requested the two companies then operating those
nuclear power plants, Pacific Gas and Electric Company and Southern California Edison Company, to
contract for a technical evaluation.

Bechtel Power Corporation was selected as the contractor, and its technical work is the subject of
the evaluation here. Specifically, Bechtel published a preliminary study in November 2012
(Reference 1), and then in August 2013 published a follow-up technical study (Reference 2) that
extends their earlier work in more detail. The current study remains at the conceptual level but
contains sufficient details to reach some high-level conclusions on the nuclear-reactor-safety issues.
The level of design detail remains insufficient to assess the impact of the potential design changes
on the plant reliability and frequency of trips and forced outages, and to assess potential safety
impacts that could occur during or after construction of the modified cooling systems.

The original scope for Bechtel was to provide information and analysis related to both Diablo
Canyon and San Onofre. However, in summer 2013 Southern California Edison announced that San
Onofre would be permanently closed, after which Bechtel’s work has concentrated only on Diablo
Canyon. The scope of the DCISC’s evaluation here is also related only to the Diablo Canyon Power
Plant (DCPP).



During its meeting on 13 August 2013 in Sacramento, the Review Committee made a request of the
DCISC. The specific request was that the DCISC provide a technical evaluation of the nuclear-
reactor-safety issues associated with seven alternative cooling technologies or modifications to
the existing once-through cooling system for DCPP. The request asked if the DCISC could provide
its evaluation by 5 September 2013, which represented a very tight schedule. One of the DCISC’s
three members (Dr. Budnitz) attended the 13 August meeting, at which he agreed that the DCISC
could and would do such an evaluation and would try to meet this schedule. The DCISC’s evaluation
has concentrated on Bechtel’s second report (Reference 2), but has also relied in part on Bechtel’s
earlier work in Reference 1 as a source of important technical information.

Additional information related to the evaluation

1. Light water power reactors, like the two units at Diablo Canyon, produce large amounts of
“waste heat” that must be discharged to the environment. During normal operation, the
waste heat is discharged to the Pacific Ocean from the Condenser via the Condenser
Circulating Water System. During off-normal or emergency conditions or when one or both
reactors are shut down, residual decay heat can be ultimately discharged to the Pacific Ocean
via a separate safety-related Auxiliary Saltwater (ASW) System termed the “ultimate heat
sink” (UHS), and we will use that term here.

2. Today, Diablo Canyon’s normal heat discharge to the adjacent Pacific Ocean uses the specific
technology called once-through cooling (OTC), in which cool ocean water is pumped into the
plant, warmed up about 20 degrees Fahrenheit, and returned to the ocean. The current OTC
approach inevitably produces environmental impacts on the nearby ocean, and the
motivation for the current review of OTC is a desire to decrease these impacts by a change in
cooling technology. While each of the seven alternatives being evaluated by Bechtel has a
different mix of environmental impacts, and although the waste heat must go “somewhere in
the environment,” this set of environmental-impact issues is beyond the scope of DCISC’s
evaluation here.

3. The SWRCB is currently considering a new regulatory position that would require Diablo
Canyon to replace its current OTC system with a system that would produce smaller
environmental impacts on certain aspects of the ocean environment.

4. A paraphrasing of Bechtel’s initial scope is that Bechtel was asked to identify a very large
range of technically feasible cooling alternatives that might be deployed at Diablo Canyon. It
discharged that assignment in its first report (November 2012, Reference 1).

5. The SWRCB Review Committee reviewed Bechtel’s report, and based on criteria that are
beyond our scope here, the Review Committee directed Bechtel to narrow the options to
seven that were to be evaluated further. In the next phase of Bechtel’s work (Phase 2), more
detailed conceptual designs and engineering analyses were completed for each of these
seven options, and Bechtel also performed a review of the relevant nuclear-reactor-safety
issues for each. A cost study is also part of Bechtel’s Phase 2 work, but evaluating it is outside
of the DCISC’s scope.



The seven technologies are as follows:

Inshore mechanical (active) intake fine mesh screening systems

Offshore modular wedge wire systems

Closed-cycle cooling systems (5 different approaches):

Passive draft dry/air cooling

Mechanical (forced) draft dry/air cooling

Wet natural draft cooling

Wet mechanical (forced) draft cooling

Hybrid wet/dry cooling

6. Providing reliable and effective cooling is an important aspect of the overall safety of a
nuclear power plant’s design, and, as noted above,the DCISC’s concern here is to evaluate
the implications of a change in cooling technology on the overall nuclear-reactor safety at
Diablo Canyon.

Bechtel’s safety assessment and conclusions

As noted above, in Bechtel’s recent report (Reference 2) the Bechtel team has performed an
assessment of the nuclear-reactor safety of each of the seven alternative cooling options that
might replace OTC at Diablo Canyon. Bechtel based its assessment on a set of criteria specified by
the Review Committee. This set of criteria, called in the Bechtel report “Criterion 10,” covers eight
“areas of NRC interest,” against each of which the assessment was performed. The NRC regulation
10 CFR 50.59 (Reference. 3) is a major basis for these criteria. Diablo Canyon’s Final Safety Analysis
Report Update (Reference. 4) is cited by Bechtel as one of the major regulatory documents used by
the NRC and the plant to document the plant’s safety analyses.

The eight areas are:

1. Seismic issues

2. Operability

3. Transient analyses

4. Nuclear fuel (accident analyses)

5. Single failures

6. Hydraulic design

7. probabilistic risk assessment

8. Instrumentation controls and alarms

The Bechtel report states,“Criterion 10 is a feasibility assessment based on regulatory requirements



established by 10 CFR 50.59 to determine whether NRC approval of the alternative technology is
required.”

For each of the seven alternative UHS options, Bechtel has concluded as follows (Reference. 2,
Section 1.5, “Conclusions”):

“Based on the results of the feasibility assessment and when more detailed engineering
information becomes available, the anticipated responses to the following eight 10 CFR 50.59
criteria questions for each of the proposed modifications would be NO:”

1. Result in more than a minimal increase in the frequency of occurrence of an accident previously
evaluated in the FSARU [Final Safety Analysis Report Update]?

2. Result in more than a minimal increase in the likelihood of occurrence of a malfunction of an SSC
[structure, system, or component] important to safety previously evaluated in the FSARU?

3. Result in more than a minimal increase in the consequences of an accident previously evaluated
in the FSARU?

4. Result in more than a minimal increase in the consequences of a malfunction of an SSC important
to safety previously evaluated in the FSARU?

5. Create the possibility of an accident of a type different from any previously evaluated in the
FSARU?

6. Create the possibility of a malfunction of an SSC important to safety with a result different from
any previously evaluated in the FSARU?

7. Result in a design basis limit for a fission product barrier as described in the FSARU being
exceeded or altered?

8. Result in a departure from a method of evaluation described in the FSARU used in establishing
the design bases or in the safety analyses?

The Bechtel report continues:“Consequently, subject to the limitations of the Phase 2 assessment
information, implementation of the closed cooling technology, the inshore dual-flow fine mesh
screens, or the offshore modular wedge wire screening system design alternatives is believed to not
require a License Amendment Request (LAR) in accordance with 10 CFR 50.59.”

Among the crucial words in these two quotes are the “Conditional words,” as follows: “the
anticipated responses … would be NO” [first sentence in the above quote], and “subject to the
limitations of the Phase 2 assessment information, implementation [of any of the options] is believed
not to require a License Amendment Request” [final sentence in the above quote.]

Bechtel’s conclusion concerning safety and DCISC’s evaluation of it

We understand Bechtel’s conclusion to mean the following: Although more information would be
needed to support a definitive conclusion, Bechtel, applying its expert judgment and based on the
information at hand, concludes that any of the proposed cooling options can be implemented in a



way that will meet NRC requirements vis-à-vis nuclear-reactor-safety. In fact, Bechtel’s conclusion
is stronger than that. Bechtel’s judgment is that it is likely that for any of the seven cooling options
under consideration, the nuclear-reactor-safety impact on the plant would be modest enough that
PG&E would not even need to request a NRC license amendment request (LAR) before it could
proceed with installing that option at Diablo Canyon. (All of this is subject to Bechtel’s appropriate
caveat that more detailed information will ultimately be needed, as the specific design details are
developed, before a sufficient basis will be available for a firmer judgment.)

The DCISC has reviewed Bechtel’s conclusion and the basis for it. We believe that not enough
information is available now to conclude definitively that any of the seven options will meet NRC’s
nuclear-reactor-safety regulations. That will need to await specific design details that are not
available now.

We conclude that the Bechtel assessment that no LAR is required might be correct for the inshore fine-
mesh screening system option, because this option involves the least extensive modifications to the
plant; however, this assessment is questionable for the off-shore, modular wedge-wire system,
because this option requires the installation of a new, safety-related stop-log system in the plant
intake cove. The addition of a new, safety-related system will certainly require a NRC LAR.

We conclude that the Bechtel assessment is likely to be incorrect for the various closed-cycle cooling
options. All of these options involve very extensive modifications to the plant, including modifications
to the plant intake structure that also houses the ASW system, protected area boundary, turbine
building (which houses safety-related emergency diesel generators and electrical switchgear), and
rerouting of the plant’s 230-kV alternate offsite power transmission system. These major
modifications have the potential to affect the operability of safety-related systems both during and
following construction, and potential undesirable interactions will require detailed design review by
the NRC to identify and mitigate.

While we conclude that most of the proposed cooling system modifications would require a NRC
license amendment request, Bechtel’s conceptual design study has sufficient detail to allow a
preliminary conclusion that NRC approval of the license amendment could likely be obtained. The
most important bases for this, in our view, are two:

1. First, Bechtel has performed a set of nuclear-reactor-safety evaluations against each of the
various 10 CFR 50.59 criteria for each of the seven alternative cooling technologies.

2. Second, around the world there are a wide variety of cooling designs deployed today at the
few hundred operating nuclear power plants. The seven options under consideration here are
each represented (broadly, although not in technical detail) elsewhere, and at large numbers
of plants for the closed-cycle options. Less experience exists with intake fine screening and
offshore modular wedge-wire systems under conditions relevant to the Diablo Canyon site,
and we therefore believe that a testing program should be conducted or actual experience
elsewhere reviewed to verify performance of either system before it should be selected.
Furthermore, for any of the seven proposed alternatives, there is the potential for a
significant reduction in the plant’s reliability and for an increase in the frequency of trips and



forced outages. Much additional work would be needed before assurances could be had that
the overall safety impact of these potential issues is manageable. However, because these
cooling technologies exist, can be and have been designed and operated safely elsewhere,
we judge that it is probably feasible to deploy any of these seven options at Diablo Canyon in a
manner that will meet NRC safety regulations.

However, this finding on our part is not sufficient for us. That is, the DCISC has developed a different
criterion for judging the safety of an alternative cooling technology at Diablo Canyon. The next
section will explain why we have a different criterion, after which we will present our safety
criterion and our evaluation based on it.

The ultimate heat sink

The preceding discussion covered the normal non-safety-related plant cooling system, which
discharges waste heat from the condenser to the Pacific Ocean via a Once-Through Cooling
System. A totally separate system, the nuclear-safety-related Auxiliary Saltwater System,
discharges plant decay heat to the Pacific Ocean in certain shutdown, off-normal, and emergency
conditions. This arrangement is called the Ultimate Heat Sink (UHS) because it is the final or
ultimate opportunity to keep the plant cool and safe if all other methods are unavailable or have
failed.

With two exceptions the seven cooling alternatives proposed by Bechtel would be independent
and separate from the UHS, and thus should normally have no adverse impact on nuclear-reactor
safety from the UHS standpoint. The two exceptions are the following options:

Inshore mechanical (active) intake fine mesh screening systems

Offshore modular wedge wire systems

We are also concerned about a third issue:

Effects of construction/installation on AWS/UHS

The first two alternative cooling options both utilize the current OTC intake cove and intake
structure, which also house the ASW System, part of the UHS. At this stage it appears that these
two options would affect the UHS, but final design and analysis would be necessary to permit a
determination of the significance. The third item, construction/installation, could adversely impact
ASW/UHS, which concerns the DCISC at this conceptual stage. We believe that compensatory
measures would likely be taken; however, we reserve final judgment until more is known about this
impact.

The DCISC has been studying this issue since December 2010, and in its most recent 2010 – 2011
Annual Report (Reference 11), it concluded the following:

“A range of adverse nuclear safety impacts is known qualitatively at this time and is of concern to the



DCISC. The DCISC will continue to take seriously the charge to review the safety impacts of the
elimination of Once Through Cooling (OTC) at DCPP and provide analysis and input to the process.”

Bechtel concluded the following:

“The safety-related ASW system is not affected by this modification. The CWS  (Circulating Water
System)and the SCW (Service Cooling Water)system do not provide cooling to any component
required for safe shutdown. The CW (Circulating Water)pumps are not required for the safety of the
units. A complete shutdown of the SCW system would not affect safe shutdown of the reactor. The
replacement of the once-through cooling with closed cycle cooling would result in an increase in
circulating water temperature. This increase is not expected to adversely affect FSARU accident
analyses since these systems serve no safety related functions.”

The DCISC agrees that the alternative cooling systems would not adversely affect the FSARU
accident analyses provided that the ASW/UHS is not affected by the proposed alternative cooling
system, which appears to be the case based on Bechtel’s conceptual studies performed to date, but
the reliability of this non-safety related equipment may affect the frequency of plant trips and
equipment failures that require safety-related equipment to function in order to prevent or
mitigate accidents. Insufficient information is available to answer the question of whether the
alternative cooling systems might affect the frequency of accident initiating events.

Effects of plant modifications on plant reliability

One of DCISC’s principal concerns with the proposed alternative cooling options is their potential
impact on the plant’s reliability, and the potential to increase the frequency of plant trips and
forced outages that stress plant safety systems (e.g., ASW/UHS) and can provide initiators for
accidents. Much of the improvement in nuclear plant safety around the world in the last three
decades has come from improved operational methods that have greatly reduced the frequency of
plant trips and forced outages.

While the DCISC assesses that the proposed alternative cooling methods could be successfully
licensed by the NRC, the level of design detail and information is insufficient to assess the likely
affects of the design changes on plant reliability. For example, the closed-cycle options all involve a
substantial increase in the operating pressure of the circulating water system, and the potential for
increased flooding risk can only be assessed following detailed design. Likewise, the wet closed
cycle options include a water storage capacity of only two hours (Reference 2, Section 4.3.4.1) so
any outage of the water supply system exceeding this will result in a plant trip. For all systems,
there will be a learning curve associated with the transition to alternative cooling that will result in
increased risk of plant trips during the learning period.

The importance of the ultimate heat sink in reactor safety, and how an understanding of this
importance is developed

Before describing the nuclear-reactor-safety criterion that the DCISC has used in this evaluation, we



need to explain something about nuclear-power-plant risk, and about how it is understood by the
community of nuclear-power-plant safety analysts.

Every operating US nuclear power reactor, including the two units at Diablo Canyon, meets all
applicable NRC regulations. (Otherwise, it would not be operating.) However, this does not mean
that any of these reactors presents zero risk to the public. While the NRC has judged the risks
acceptably low, the possibility of a release of radioactivity that might affect the public does exist.
We will call the ensemble of these risks of a radioactive release the “residual risk,” the word
“residual” meaning to imply that these are the risks that remain after all of the hard work has been
done to reduce the risks to low levels that are acceptable to the NRC and to the DCISC.

Reactor safety analysts study these risks using many different approaches. The approach that
provides the most realistic understanding is embodied in an analysis technology known as
“probabilistic risk assessment” (PRA), which delineates every important “accident sequence” that
might arise at a given reactor. In the PRA, each such accident sequence begins with a specified
“Initiating event” (such as an equipment failure, a human error, an electrical fire, or an event
external to the plant like an earthquake), proceeds through a series of other failures (either
equipment failures or operator errors), and ends up with an end-state other than a “safe, stable”
end state. (A PRA sequence that ends up at a “safe, stable” end-state is not an “accident.”) For
those sequences that do not end “safe and stable,” the PRA evaluates the overall annual
probability of occurrence, the sequence of events that would take place, and the consequences
were the sequence to occur. The consequences are analyzed and described quantitatively in terms
of damage to the reactor core, the potential for releases of radioactivity from the core to the
building, the physical, chemical, and radiological character of those releases, and ultimately the
possible release of radioactivity to the environment outside the plant.

It is important to note that the initiating events that can lead to accidents do not necessarily involve
safety related systems. Instead, as the reactor-safety community knows from both analysis and
operating experience, sometimes these accident sequences may initially involve failures of non-
safety related equipment, which then require that safety-related systems function in order to
prevent or mitigate an accident. Thus data for the reliability of non-safety-related equipment and
systems is a key input to PRA assessments, in addition to that for safety-related systems.

The Diablo Canyon station has performed a PRA of good quality (Reference 5), which is used
essentially every day to help understand various issues at the plant as they arise. This PRA is
currently being updated in important ways, a process that goes on periodically at Diablo Canyon as
elsewhere around the country, because new PRA methodologies are continually being developed,
data bases for equipment failures and the like are continually being revised with new information,
and there is now a methodology standard for PRA (Reference 6) that is used throughout the U.S.
to which the Diablo Canyon PRA is being compared.

The DCISC has reviewed the Diablo Canyon PRA, and also studied several later reviews of it by
others (References 7, 8, and 9). We judge that the residual risk as described in the PRA is acceptably
small, and have used that judgment as one basis for our conclusion that the plant’s two reactors are



now being operated safely.

As noted, many different types of accident sequences can occur at Diablo Canyon, and the PRA
analyzes them. Among these accident sequences are some that involve prolonged loss of the
function of discharging the waste heat to the environment. Prolonged loss of this function can lead
to a serious accident, which is why great care is taken at every nuclear plant in the design and
operation of the equipment and structures that carry out this function. There are potential
sequences in which loss of this function is the initiating event, and others in which this function is
lost as a consequence of another initiating event, such as an equipment failure elsewhere in the
plant.

The DCISC has reached two important conclusions about Diablo Canyon that need to be understood
before we can explain our evaluation here. First, the DCISC judges (as noted above and based in
part on the PRA) that the current level of safety achieved at Diablo Canyon is acceptable. Second,
the PRA, which the DCISC judges to be technically sound, finds that none of the major contributors
to the residual risk from accident sequences at Diablo Canyon involve prolonged loss of the normal
function of discharging the waste heat to the environment.

While prolonged loss of circulating water system (CWS) function is not an important contributor to
risk at DCPP with today’s configuration, abrupt loss of CWS results in one of the more severe types
of transients the plant can experience. The risk arises from the coupling between different pieces of
equipment during the transient, which can affect equipment reliability in ways not fully captured by
the normal reliability data. In the case of abrupt failure of CWS, a normal turbine and reactor trip
occur, but the capability to dump excess steam to control the primary system pressure and
temperature is reduced because the capacity of the turbine condenser to accept steam is lost. Thus
abrupt CWS failures result in a larger temperature and pressure transient to the primary system
than during normal plant trips. While these temperatures and pressures remain within the design
capability of the primary system, the greater stresses increase the probability of failures of safety-
related components. For this reason, the DCISC recommends that special attention be paid to
assure that any cooling system modifications do not result in a significant reduction in the reliability
of the CWS function.

Another consideration is important to mention here. As a result of insights from the Fukushima
nuclear-plant accident in Japan in March 2011, the NRC has ordered all US operating reactors to
perform certain studies and based on them to carry out certain safety improvements; other safety
improvements may be required by the NRC in the future based on technical studies now under way.
In parallel, the US nuclear-power-reactor industry as a whole has undertaken other studies, and has
taken the initiative to propose a set of safety improvements that it believes are required and
beneficial. Among these latter is an industry initiative, known as “FLEX” (Reference 10), that among
other benefits will provide each nuclear plant witha more robust capability to respond in the
unlikely event of a prolonged loss of ultimate heat sink. We note that the specifics of these FLEX
improvements have not yet been finalized, either at Diablo Canyon or anywhere else, but they are
surely going to be installed in one form or another, and they will provide Diablo Canyon with an
even stronger basis for the safety performance of its current UHS.



The DCISC’s safety criterion

As background, we first reiterate something we noted above, which is that the current OTC
approach for providing the normal cooling function at Diablo Canyon meets all applicable NRC
requirements. The DCISC is acutely cognizant of the US NRC’s nuclear-reactor-safety criteria for this
function, and would not provide a positive evaluation for any technology that did not meet those
criteria. However, we have approached our safety evaluation using a different set of criteria. Our
position is that, although replacement cooling technology could meet all NRC regulations, it could
still represent an unacceptable degradation of the overall nuclear-reactor-safety performance at
Diablo Canyon when compared to the current configuration. For this reason, the DCISC criterion can
be stated as follows:

Having concluded that the current OTC approach for performing the normal plant cooling
function at Diablo Canyon has adequate safety, the DCISC’s safety criterion is that any
alternative proposed as a replacement should provide at least approximately the same
level of overall nuclear-reactor safety.

In the DCISC’s view, this mainly (but not entirely) comes down to asking the following question of
any technology that might be proposed to replace once-through cooling to perform the normal
cooling function at Diablo Canyon, after stipulating that the technology must also meet all
applicable NRC regulations:

As analyzed in the plant PRA, will the contribution of accident sequences involving loss of
cooling remain as only a modest contributor to the total residual risk at Diablo Canyon?1

The DCISC cannot answer this question today, because the analysis has not been performed.
However, the DCISC is willing to offer the following assessment: Based on our review of the
technical information in front of us, meaning the information in the two Bechtel reports
(supplemented by our knowledge of how various cooling technologies perform at other nuclear
power plants around the world),we judge it likely that none of the proposed new technologies
would pose a significant safety problem at Diablo Canyon, if they do not degrade significantly the
plant’s reliability and increase the frequency of plant trips. However, this is not a strong
conclusion based on evidence, but merely a judgment based on what we know so far. Crucially,
more analysis is needed. Any new technology must be designed, installed, and operated to high
reliability standards, and the first step would be the design step, where details must be developed
that will lead to an acceptable design solution.

To summarize: While the DCISC has a technical basis for optimism, we cannot determine from the
available conceptual information whether any of the proposed alternative technologies will
contribute more to the overall plant risk profile at Diablo Canyon than the modest contribution
made today by the current cooling technology (using once-through cooling) – and we believe that
nobody else can fully determine this yet either.

Summary of DCISC findings and conclusions



Bechtel’s assessment (as we have paraphrased it) is that if any of the seven alternative
options under consideration were to be selected to replace OTC at Diablo Canyon, the
nuclear-reactor-safety impact on the plant would not be significant enough that PG&E would
even need to ask for an NRC license amendment before it could proceed with installing that
option at Diablo Canyon. The DCISC has reviewed Bechtel’s conclusion and the basis for it. We
find that this conclusion is questionable for the offshore wedge-wire system, because this
system requires that a new safety-related system be designed and installed in the plant intake
structure. We also find that it is unlikely, given how extensive the plant modifications are, that
the installation of any of the five closed cooling options could be performed without a license
amendment request.

We find that the nuclear safety impacts of the alternative cooling options, if and when they
are appropriately designed, manufactured, and installed, would likely be sufficiently small
that NRC approval could be obtained. However, the DCISC has an additional criterion for
judging the safety impact of an alternative plant cooling technology at Diablo Canyon. That is
because, in our view,meeting NRC’s safety regulations is necessary to support a decision to
proceed, but not sufficient.

Based on our review of the technical information in front of us,we judge it probable that
none of the proposed new technologies, if and when they are developed and implemented
in accordance with established safety practices, would pose a sufficient safety problem to
preclude NRC licensing of the modified design. However, this is not a strong conclusion
based on evidence, but merely a judgment based on what we know so far. Crucially, more
analysis is needed, and until more design detail is available, whether our DCISC safety
criterion will be met remains an open question.

One of our primary concerns with any of the proposed alternative cooling methods involves
the potential impact on plant reliability, in particular whether the modified configuration
might be more prone to generating plant trips and forced outages, with a potential impact on
plant safety, in particular a potential impact on ASW/UHS. Significant additional design and
analysis are needed to assess the likely effects of the alternative cooling methods on plant
reliability.

DCISC follow-on activities

These are all interim DCISC findings and conclusions, in the sense that as new information is
developed (and it will be) any of them is subject to updated evaluation. In particular, as a follow-on
to the work done so far on this set of issues, we will undertake the following:

We (the DCISC) will continue to review the latest technical information developed by both
Bechtel and PG&E; will follow and review any other new information as it comes to our
attention; and will also review any NRC evaluations if the NRC becomes involved.

We will review any new information about these issues that may emerge in the engineering
community more broadly for possible relevance to Diablo Canyon, quite apart from whether
it is associated with the current proposals.



All of the above would be a part of our normal DCISC scope to review operational safety at Diablo
Canyon, but because of the special inquiry made by the California SWRCB, we will be especially alert
about these issues.
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24th Annual Report, Volume 1, Section 4.25, Beyond Design Basis Events

4.25.1 Overview and Previous Activities

The purpose of the section is to describe the DCISC’s review of “Beyond design basis events,”
such as occurred at the Japanese Fukushima Daiichi nuclear plant in March 2011. The DCISC
reviewed the following topics during the previous reporting period:

Emergency Auxiliary Saltwater Pump Training

DCPP FLEX Progress

The DCISC concluded during the previous reporting period that after the Fukushima nuclear
accident in Japan in March 2011, both the NRC and the industry developed several technical
initiatives that respond to various lessons-learned. The DCPP plant established a “DCPP
Fukushima Project” to provide a focus for the plant’s responses. This Project’s organization plans
and accomplishments to-date for responding to regulatory orders and industry guidance are
extensive and impressive. The DCISC will follow up periodically to assess DCPP’s progress.

4.25.2 Current Period Activities

During the current period, the DCISC reviewed the following:

Update on DCPP Fukushima Response

DCPP FLEX Status

Plans to Assure Spent Fuel Pooling Cooling and Monitoring

DCPP Fukushima Event Response Status (Volume II, Exhibit D.3, Section 3.13)

DCPP was working on responses to NRC in the following areas:

Industry Tier 1 Recommendations:

1. Seismic and flooding hazard reevaluations

a. Onsite flooding reevaluation in progress – completed December 2013.

b. Potential flooding of the 230kV switchyard due to Probably Maximum Flood.

c. Potential for localized flooding of Turbine Building due to local intense precipitation.

2. Seismic and Flood walkdowns



a. All walkdowns complete – no further actions required (23 notifications open to address
identified gaps)

b. Final component seismic walkdowns to be inspected in Outage 1R18 (six notifications for
Unit 1 gaps and eight notifications for Unit 2 gaps).

c. Updated seismic submittal estimated May 26, 2014, following 1R18)

3. Station blackout (SBO) regulatory actions

4. Mitigation strategies for beyond design basis events (FLEX)

a. Strategies developed and analyses completed.

b. Long lead equipment needs identified

c. Design changes in progress – plant modifications begun January 2014.

d. Storage locations being reevaluated.

e. Battery discharge being evaluated.

f. DCPP proceeding with training, dry runs, tabletop scenarios, etc.

5. Spent Fuel Pool instrumentation

a. Westinghouse design begun January 2014.

6. Onsite emergency response capability

7. Emergency preparedness regulatory actions (staffing and communications)

a. Trailer/satellite proof of concept dry run completed.

b. Communications procedures issued November 1, 2013 and training completed December
19, 2013.

c. Staffing assessment: May 2015.

Industry Tier 2 Multi-Unit Dose Assessment:

1. Phase 1 completed December 31, 2013.

2. New MIDAS Program being tested.

3. Procedures and training to be completed October 30, 2014.

INPO IER L1-13-10

1. Submitted response to INPO October 1, 2013.

DCPP’s response to the Fukushima event is on schedule to meet industry and regulatory
requirements.



Status of Plans to Assure Spent Fuel Cooling and Monitoring During Beyond Design Basis
Conditions (Volume II, Exhibit B.3)

A beyond design basis (BDB) event is an event larger than what the analysis and design data for a
plant would indicate is possible, or what science postulates as possible, such as was experienced at
Fukushima in March 2011. To assure that similar consequences to those which were experienced at
Fukushima never happen at DCPP he stated the plant is implementing a set of diverse and flexible
strategies to cope with beyond design basis events. These strategies are not limited to the spent
fuel pools or the Reactor Coolant System but also involve other areas of DCPP and the coping
strategies have been endorsed by the NRC. DCPP implementation of the DCPP coping strategies will
be accomplished in three phases.

Phase 1 of the coping strategies addresses the use of installed plant equipment and includes
monitoring the spent fuel pools (SFP) levels with new instrumentation and removing spent fuel
pool heat by boiling the water in the pools. Boiling would be expected to begin about six hours
after loss of forced cooling to the SFPs, and boiling is a perfectly acceptable and effective way to
remove heat from the pools. Boiling prevents fuel damage and resulting radiological release. There
is adequate water inventory in the pools to maintain water levels at least ten feet above the fuel for
30 hours. The ten-foot water barrier was important not only from the perspective of cooling the
fuel but also for purposes of providing adequate shielding for workers who might be on the SFP
decks. Freshly offloaded fuel greatly increases the heat load in a SFP and provides for a worst case
scenario in the event of a beyond design basis event and could affect the time-to-boil calculation as
well as the priority which would be afforded the SFPs in such an event. At the end of an operating
cycle, when fuel removed during the last refueling outage has been in the SFP for 18-20 months, the
time-to-boil for a SFP is approximately 72 hours, and DCPP has a strategy to monitor the SFP levels
and there is an extended period of time before DCPP would expect to need to take action involving
portable equipment. DCPP is installing new instrumentation to ensure it has the capability at all
times to monitor water levels in its SFPs.

The NRC does not require DCPP to assume the pools are damaged, a reasonable assumption based
on the design of the pools. DCPP has calculated and accounted for the amount of water expected
to slosh out of the pools in a seismic event and post earthquake procedures have been revised to
include an inspection procedure for SFP inventory and condition.

DCPP reported that hoses to support SPF make-up will be staged prior to conditions in the building
becoming adverse (e.g., the onset of boiling). Full implementation of the Phase 1 coping strategies
is expected to be complete by Fall 2015 for U-1 and by Spring 2016 for U-2. He commented that
some equipment is already on the site and available for use.

Phase 2 of the coping strategies addresses use of onsite portable equipment including the
deployment of a diesel-driven emergency SFP make-up pump and providing make-up water to a
SFP as water boils off. New instrumentation has been installed to continue to monitor the water
levels in the SFPs. The water supply for the portable SFP make-up pumps comes from the raw
water reservoirs, which are considered seismically robust but are not safety-related. The water is



pumped to the plant site from a common distribution header, which will supply all the coping
strategy pumps. A spray capability is available to the SFPs through the make-up pump and also
through equipment, which is now available. Full implementation of Phase 2 is expected to be
complete by Fall 2015 for U-1 and Spring 2016 for U-2. A portable pump is already on site and has
been tested, with a capacity of pumping approximately 1,500 gallons per minute.

Phase 3 of the coping strategies relies on the use of equipment obtained from a Regional Response
Center (RRC) to provide additional capability and backup to equipment which is already deployed at
the plant site. There are two RRCs, and the RRC located in Phoenix, Arizona, has been designated to
be ready to deliver equipment to DCPP within 24-72 hours and critical RRC equipment may be
airlifted for deployment at DCPP if necessary. The Phase 3 strategy as a long term strategy to
restore normal SFP cooling using a 4kV generator from the RRC which would be connected to the
plant’s safety-related vital Bus G to reenergize the SFP cooling pump and the component cooling
water (CCW) pump to recirculate water through the SFP heat exchanger to restore normal
temperature. The heat from the CCW System would then be discharged into the ocean via the
Auxiliary Saltwater System (ASW), which, other than in the use of the portable emergency ASW
pump, is the same alignment normally used now to remove heat from the SFPs. The emergency
ASW pumps are on site, and have been for some time, and he stated leads will be fabricated to be
available to connect the equipment to Bus G. DCPP is storing at least three sets of equipment on
site in different locations. Full implementation for Phase 3 is scheduled to be complete by Fall 2015
for U-1 and Spring 2016 for U-2.

The instrumentation to be installed to monitor the water level in the SFPs, a guided wave system,
designed by Westinghouse, uses time domain reflectometry, which involves sending microwave
pulses down a sealed cable probe sensor, which is immersed, in a spent fuel pool. Pulses are
reflected back to the instrumentation and the timing of reflection of pulses due to different
dielectric constants of tube material and fluid provides an accurate level indication independent of
conditions or process fluid. Two independent measurement probes will be installed and provided
with an independent uninterruptible power supply. Displays will be located in the control rooms
and in the Auxiliary Building and both instruments should continue to function and the display
locations should be accessible following a beyond design basis event. There will be a battery
component to the uninterruptible power supply with the batteries located away from the SFP.

The instruments are not affected by boiling which might be going on in a SFP and an accurate
indication from top of pool to top of fuel, as required by guidance documents, would be provided.
DCPP-specific instruments will address the plant’s seismic criteria. Full implementation will be
complete by Fall 2015 for U-1 and Spring 2016 for U-2.

DCPP Fukushima Response and FLEX Status (Volume II, Exhibit B.9)

A beyond design basis event is an event larger than what the analysis and design data for a plant
would indicate is possible, as was seen at the Fukushima Daiichi Nuclear Power Plant in Japan
(Fukushima) in March of 2011. To assure the consequences seen at Fukushima never occur at DCPP,
PG&E is implementing a set of diverse and flexible strategies to cope with beyond design basis



events and establish an extra layer of safety on top of what already exists. This is referred to as
FLEX, which is not an acronym but a reference to diverse and flexible coping strategies. The Nuclear
Energy Institute (NEI) developed the FLEX strategies in a document designated NEI 12-06, which
was endorsed by the NRC staff.

Unique design requirements and assumptions, different from the normal design-basis
requirements, apply per NEI 12-06 and include:

The initiating event is an extended loss of all AC power and a loss of the ultimate heat sink
affecting both units simultaneously.

Both reactors automatically shut down as designed.

No additional accidents (loss of coolant accident, fire, security event, etc.) or radiological
release occurs.

Safety-related equipment remains intact and available for use.

Spent fuel pool (SFP) and cooling equipment remain intact.

The last three bullets referenced in the FLEX design requirements and assumptions are also
addressed in beyond design basis strategies, and FLEX provides additional resources and strategies
to deal with accidents. NEI 12-06 requires five functions that must be maintained:

1. Core cooling

2. Reactor Cooling System (RCS) inventory and boron concentration

3. Spent Fuel Pool (SFP) cooling

4. Containment integrity

5. Safety function support

Additional functions include:

Emergency Auxiliary Saltwater (EASW)

Storage

Deployment

To maintain core cooling water is injected into the steam generators using steam or diesel engine-
driven pumps and heat is removed using the steam dump valves. The plant is then transitioned to
use of a portable diesel engine-driven 4kV generator to restore power to one train of shutdown
cooling including to a residual heat removal pump, component cooling water pump, fan coolers,
spent fuel cooling pumps, etc.

Reactor Coolant System (RCS) inventory is maintained by injecting borated water into the RCS to
prevent criticality and compensate for minimal lost inventory. New shut down cooling seals will be
installed in reactor coolant pumps in order to minimize flow out of the RCS even when all power is



lost to the cooling of the seals. NEI 12-06 assumes the reactor is sub critical but as it cools down
positive reactivity is added and borated water is injected to get the RCS to a condition where it
would be sub critical even when cold.

Spent Fuel Pool (SFP) cooling is maintained by removing heat in the SFPs by allowing the pools to
boil and by providing periodic makeup water to the pools to maintain at least ten feet of water over
spent fuel to provide adequate shielding from radiation. There is then a transition to use of a
portable diesel engine-driven 4kV generator to restore power to one train of SFP cooling. DCPP has
sufficient water storage capability onsite, assuming a newly off loaded core is in the SFP, for 36
hours before the water level would approach ten feet above the top of the fuel. DCPP would have
the capacity to add makeup water to the SFP within 24 hours through use of portable equipment.
With ten feet of water above the top of the fuel the radiation level on the SFP decks would be
comparable to normal operation.

Containment is maintained through the use of a portable diesel engine-driven 4kV generator to
restore power to one containment fan cooling unit (CFCU) and control containment temperature
and pressure for the long term. DCPP would have several weeks before temperature or pressure
increases would approach a challenge to the design of its containment structures

Safety function support is provided by extending the battery bank life by load shedding station
battery banks and recharge battery bank using a portable generator. Only loads required to monitor
instrumentation and provide indications within the plant would remain on battery. The batteries are
not used to power pumps or equipment other than instrumentation and there is sufficient battery
life for approximately 30 hours with the expectation that the portable generator to provide
recharging capabilities will be available in 24 hours.

The need for Emergency Auxiliary Saltwater (EASW) due to initial loss of access to DCPP’s ultimate
heat sink, the Pacific Ocean, will be addressed by use of a portable Diesel-driven pump to supply
water from intake cove through temporary piping tied into Auxiliary Saltwater System (ASW) to
allow cooling of component cooling water heat exchangers.

DCPP’s storage strategy involves constructing primary and secondary storage facilities to store
FLEX equipment that will survive Hosgri + 25% earthquake.

The deployment of FLEX equipment required the plant to evaluate potential debris sources, the
time required to remove debris, and to identify equipment required to remove that debris.

FLEX must be implemented by fall 2015 for U-1 and by spring 2016 for U-2. Equipment specifications
are complete and the remaining equipment will be ordered by July 31, 2014, and delivered by
January 2015, Some equipment has already been delivered and is onsite. Documentation and
location of that existing equipment have been provided to control rooms in the interim. Training
has been provided to Operations personnel and additional training will be provided to Operations,
Security, Emergency Response Organization, and general plant population in 2015. FLEX
implementation procedure development will start in July 2014 and is scheduled to be completed by



January 2015. A self-assessment using industry peers is scheduled for fall of 2014.

A successful validation and dry-run of the EASW was completed in early June 2014 with the pump
positioned at the intake cover and one train of piping, approximately one-quarter of a mile in
length, installed up to the plant to validate the strategy. Storage locations have been identified and
include Warehouse B where remodeling is in progress as of May 2014, and is scheduled to be
completed by January 2015 to support FLEX equipment receipt. The area of the 500kV switchyard
area has been identified for a second storage facility and storage pad design in progress and
expected to complete design in fall 2014, and expected to complete construction in spring 2015. The
elevation of Warehouse B is 115 feet above sea level and the 500 kV switchyard facility will be 300
feet above sea level. Staging routes and deployment paths for equipment, cables, pipes and hoses
have been evaluated and debris removal methods and times identified.

Two offsite Regional Response Centers to provide backup of portable FLEX equipment have been
established and located in Phoenix, Arizona, and Memphis, Tennessee. The Phoenix Center provides
support to DCPP and was operational as of May 2014. The Regional Response Center is aware of the
equipment available onsite at DCPP and has equipment, which would serve as a backup for any
piece of onsite equipment as well as other potentially useful equipment. These facilities are run by
the Plant Inventory Management organization, which is a cooperative effort between Southern
Nuclear and the Areva firm. Implementation plans for individual plants will be developed
approximately four months before required FLEX implementation dates and include doing dry runs
of the strategies and identification of which equipment will be delivered to a plant within 24 hours
of the request and how the equipment will be transported to the plant.

The accident to Fukushima Daiichi was caused by the tsunami. DCPP does not have same
susceptibility to a tsunami as Fukushima Daiichi due to DCPP’s location and elevation. Development
and implementation of FLEX will provide another layer of assurance that a beyond design basis
event at DCPP will not adversely impact the health and safety of the public.

4.25.3 Conclusions and Recommendations

Conclusions:

The DCPP responses on Fukushima to NRC and the FLEX Initiative (post-Fukushima
analysis and modifications) appeared well resourced, comprehensive, and on
schedule to meet NRC and industry requirements. The DCISC will follow up
periodically to assess DCPP’s progress.

Recommendations:

None
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24th Annual Report, Volume 1, Section 1.1, Formation of the Diablo Canyon
Independent Safety Committee

The Diablo Canyon Independent Safety Committee (DCISC) was established as one of the
terms of a settlement agreement entered into by the Division of Ratepayer Advocates (“DRA”) of
the California Public Utilities Commission (“CPUC”), the Attorney General (“AG”) for the State of
California, and Pacific Gas and Electric Company (PG&E). The settlement agreement, dated June 24,
1988, was intended to cover the operation and revenue requirements associated with the two units
of PG&E’s Diablo Canyon Nuclear Power Plant (“Diablo Canyon”) for the 30-year period following
the commercial operation date of each unit. The agreement arose out of rate proceedings that had
been pending before the CPUC for four years, and which included numerous hearings and pre-trial
depositions. Just prior to the commencement of trial, the DRA, the AG and PG&E prepared and
entered into the settlement agreement and submitted it to the CPUC for approval.

The agreement provided that:

“An Independent Safety Committee shall be established consisting of three members, one each
appointed by the Governor of the State of California, the Attorney General and the Chairperson of
the California Energy Commission (“CEC”), respectively, serving staggered three-year terms. The
Committee shall review Diablo Canyon operations for the purpose of assessing the safety of
operations and suggesting any recommendations for safe operations. Neither the Committee nor
its members shall have any responsibility or authority for plant operations, and they shall have no
authority to direct PG&E personnel. The Committee shall conform in all respects to applicable
federal laws, regulations and Nuclear Regulatory Commission (“ NRC”) policies.”

The agreement further provided that the DCISC shall have the right to receive certain operating
reports and records of Diablo Canyon, and that the DCISC shall have the right to conduct an annual
examination of the Diablo Canyon site and such other supplementary visits to the plant site as it
may deem appropriate. The DCISC is to prepare an annual report and such interim reports as may
be appropriate, which shall include any recommendations of the Committee.

The settlement agreement and its supplemental implementing agreement were referred to the
CPUC for review and approval. Following hearings before a CPUC Administrative Law Judge and the
Commission itself, the CPUC, in December 1988, approved the settlement agreement, finding that it
was reasonable and “in the public interest” and that the “Safety Committee will be a useful monitor
of safe operation at Diablo Canyon”.

As required by the provisions of CPUC decisions and of Assembly Bill 1890 enacted by the California
Legislature, which mandated electric utility rate restructuring and deregulation, PG&E filed an
application which proposed a rate-making treatment for Diablo Canyon which would have priced



the plant’s output at market rates by the end of 2001. On May 21, 1997, the CPUC issued Decision 97-
05-088, which found that the DCISC remains a key element of monitoring the safe operation of
Diablo Canyon. The Decision ordered that the DCISC remain in existence under the terms and
conditions of the settlement agreement (Decision 88-12-083, Appendix C, Attachment A) until
further order of the Commission.

On May 27, 2004, the CPUC issued Decision 04-05-055, the Test Year 2003 General Rate Case,
setting the Utility’s revenue requirements for its electric generation operations. In Decision 04-05-
055 the CPUC also: 1) adopted a Stipulation between the DCISC, PG&E, the Office of Ratepayer
Advocates (formerly the “DRA”), The Utility Reform Network, the CEC and the San Luis Obispo
Mothers for Peace which provided for the DCISC’s continued existence and funding through
PG&E’s cost-of-service rates, at the funding levels established by Decision 97-05-088; 2) changed
the nomination procedures for DCISC membership to eliminate from the process the participation
of PG&E and the Dean of Engineering at the University of California at Berkeley; 3) modified
qualification requirements for DCISC membership; and 4) added a new requirement for public
outreach in the San Luis Obispo community to the DCISC’s mandate.

On January 25, 2007, the CPUC issued Decision 07-01-028. The CPUC had previously adopted new
practices and expectations for the DCISC without concurrently restating the Committee’s charter to
reflect the changes. In its Decision, the CPUC granted the DCISC application for authority to restate
its charter including the incorporation into the Restated Charter of several terms, conditions,
changes, and clarifications necessitated by, and previously authorized by, the CPUC which govern
the composition, responsibilities and operations of the Committee. In its Decision, the CPUC found
the Restated Charter to be in the public’s interest as it reflects the latest authority and obligations
of the DCISC. The Committee’s application was unopposed.

The first “Interim Report on Safety of Diablo Canyon Operations,” covering the period of January 1
through June 30, 1990, was adopted by the DCISC on June 6, 1991, and there have been twenty-
three annual reports since then. This Twenty-fourth Annual report covers the period July 1, 2013 –
June 30, 2014, and was adopted by the DCISC at a public meeting on October 14, 2014.
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24th Annual Report, Volume 1, Section 1.2, Appointment of Committee Members

A request for applications is publicly noticed by the CPUC. After receipt of the applications, a
list of candidates is selected by the CPUC and provided to the appointing agencies. In accordance
with the Restated Charter:

“The President of the CPCU shall review each application to assess the applicant’s qualifications,
experience and background, including any conflict of interest and comment received from the
public, and shall propose as candidates only persons with knowledge, background and experience
in the field of nuclear power facilities and nuclear safety issues who demonstrate they have no
conflict of interest.”

In July 1989, when CPUC President G. Mitchell Wilk announced the initial list of nine candidates
nominated for appointment to the DCISC, he noted that

“ … an independent safety committee clearly requires members who could demonstrate objectivity
and independence. For this reason, none of the nominees has testified for PG&E or any other party
before the CPUC or the Nuclear Regulatory Commission in any proceeding regarding Diablo
Canyon.”

The Restated Charter provides:

“No person shall serve as a member of the Committee if he or she has a prior history of supporting
or opposing PG&E as a witness or intervener in nuclear licensing or CPUC proceedings associated
with Diablo Canyon.”

1.2.1 Robert J. Budnitz

1.2.2 Peter Lam

1.2.3 Per F. Peterson

1.2.4 Technical Consultants & Legal Counsel
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24th Annual Report, Volume 1, Section 1.2.4, Appointment of Technical Consultants
& Legal Counsel

The Restated Charter provides the Committee may contract for services including the services
of consultants and experts to assist the Committee in its safety review. The DCISC Members are
assisted in their important work by technical consultants and legal counsel. For this report period
those persons were:

Technical Consultant: Mr. R. Ferman Wardell, a Registered Professional Engineer, holds both
Bachelor and Master of Science degrees in Nuclear Engineering from North Carolina State
University. He is a 40-year veteran of the nuclear power industry, having been directly involved in
design, quality assurance, operation and nuclear safety oversight activities for Duke Energy
Corporation’s seven nuclear units. He was formerly Executive Assistant to the Chairman and CEO at
Duke Energy. Mr. Wardell has been a Consultant to the DCISC since 1992. In this capacity he
participates in technical and programmatic reviews of the safety of Diablo Canyon nuclear
operations, DCISC Public Meetings, and development of the DCISC Fact-finding reports and Annual
Report. Mr. Wardell also serves as nuclear consultant to the minority owner of the North Anna
Power Station, a nuclear plant in Virginia.

Technical Consultant: Mr. David C. Linnen, holds a Bachelor in Mathematics and a Master in
Business Administration from the University of Michigan. He is a 35 year veteran of the nuclear
power industry. He served for five years as a division officer in the navy’s nuclear submarine
program in which he was responsible for the operation of his submarine’s nuclear power plant. Mr.
Linnen then served Consumers Power Company for 11 years as an engineer at the Palisades Nuclear
and in the corporate office as an internal consultant and as staff assistant to the Vice President,
Nuclear. He then was employed for 19 years as a plant evaluation Team Manager at the Institute of
Nuclear Power Operations, where he also served as staff assistant to the Chief Executive Officer
and held other management positions in the corporate office. Mr. Linnen became a DCISC
Consultant in mid-2009.

Legal Counsel: Robert R. Wellington, Esq. has been Legal Counsel for the DCISC since its
organization in 1989. He is a graduate of Stanford University and the University of California
(Hastings) Law School. For over 20 years his practice has been limited to representing several cities,
regional wastewater and solid waste districts and other public agencies, including the DCISC. He
advises the DCISC with regard to its legal and administrative matters.
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24th Annual Report, Volume 1, Section 1.3, DCISC Public Meetings and Plant Tours

The DCISC held three public meetings in the vicinity of the Diablo Canyon Nuclear Power Plant
and one teleconference public meeting at Berkeley, CA on the following dates:

September 4, 2013, Public Teleconference Meeting

October 9–10, 2013, Public Meeting and Public Plant Tour

February 12–13, 2014, Public Meeting and Public Plant Tour

June 11–12, 2014 Public Meeting and Public Plant Tour

These are described in Section 2.0.
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24th Annual Report, Volume 1, Section 1.4, Committee Member Site Inspection
Tours and Fact-finding Meetings

The DCISC Members and Consultants visit DCPP regularly to conduct fact-finding meetings and
tour areas of the plant to review operational activities and inspect systems, equipment or structures
which the Committee has under review or has interest. A record of these Fact-finding meetings is
contained in Volume 2, Exhibits D.1 – D.9, and plant tours and inspections are listed in Exhibit E.

1.4.1 Inspections and Fact-finding meetings by Robert J. Budnitz

To DCPP on June 26–27, 2013, with Consultant R. Ferman Wardell to receive updates on large
electrical motors, the Reactor Coolant System Process Control System, the Process Control System
design quality, reports on the Containment Spray System, refueling equipment reliability, the
Quality Assurance audit schedule, low temperature over pressure Licensee Event Reports. An
update on probabilistic risk assessment, the Air Operated Valve Program, the Readiness for Restart
experience following refueling outage 2R17, to review concrete work performed at the Intake
Structure during 2R17, and to meet with the NRC Senior Resident Inspector and the DCPP Site Vice
President.

To DCPP on November 19–20, 2013, with Consultant David Linnen to observe Training Building
operator rounds, to review the Engineering Training Program, receive an update on the License
Basis Verification Project, the tsunami hazards analysis, and the 230kV System, review cooperative
efforts between DCPP and the CalFire, and the status of the DCPP Operating Plan, and to meet with
the NRC Senior Resident inspector and a DCPP senior manager.

To DCPP on March 25–26, 2014, with Consultant Wardell to review the Containment equipment
hatch seismic capability, to review the Auxiliary Saltwater System, the status of the Control Room
Ventilation System, issues with fire doors, receive an update on operator concerns, review safety
system functional failures, the Troubleshooting Program, review the emergency diesel generator
and the status of the probabilistic fragility analysis for the Seismic PRA, to meet with the new NRC
Resident Inspector, attend the seismic source characterization workshop, and meet with the DCPP
Director for Station Support.

To DCPP on June 24–25, 2014, with Consultant Linnen to review management of on-line
maintenance risk, the status of DCPP/PG&E plans to address low voltage conditions on the 230kV
System, component mispositionings, actions planned and taken to address the trend in NRC
violations with a cross-cutting aspect regarding work practices/human error prevention, receive a
report on the status of outage planning and the Outage Execution Action Plan, observe
Maintenance, Operations or Engineering training activities, review the system health of the
Auxiliary Feedwater System, critical equipment clock resets, management of single point

http://www.dcisc.org/annual-report-24-2013-2014/includes-24th-volume-2.php


vulnerability, review nuclear fuel performance, the annual Radiological Release Report and annual
Radiological Environmental Operating Report, and to meet with PG&E’s Chief Nuclear Officer.

1.4.2 Inspections and Fact-finding meetings by Peter Lam

To DCPP on August 13–14, 2013, with Consultant Linnen to review DCPP response to new
pressurized thermal shock rule, receive a status report on the Regulatory Excellence Action Plan,
review the NRC cross-cutting issue regarding conservative decision making, the unplanned
deenergizing of the 4kV Electrical Bus G, receive an overview of the 4kV and 230kV Systems,
observe Simulator training on anticipated transients without scram, receive updates on nuclear fuel,
feedwater chemistry and steam generator health, the Quality Verification organization’s audit of
the Chemistry program, and to meet with the NRC Senior Resident Inspector and the DCPP Station
Director.

To DCPP on January 15–16, 2014, with Consultant Linnen to review the Buried Piping and Tanks
Program, deficient critical components backlog and critical equipment clock resets, unplanned
reactor trips from 2011 through 2013, the Trending and Human Performance Programs, review the
NRC 2013 Component Design Basis Inspection, the seismic licensing basis, Containment sump
capability during loss of coolant accident, the QV audit of the Corrective Acton Program, spent fuel
inventory management, and to meet with the new NRC Resident Inspector and PG&E’s Chief
Nuclear Officer.

To DCPP on April 8–9, 2014, with Consultant Linnen to review Operations performance, the
response to 2013–2014 winter storms, Nuclear Generation progress reports for 2013 and 2014, the
Component Cooling Water System, the Flow Accelerated Corrosion Program, the Boric Acid
Corrosion Control Program, flashover events, Reactor Coolant Pump 1–3 seal leakage, and to meet
with the NRC Senior Resident Inspector and PG&E’s Chief Nuclear officer.

1.4.3 Inspections and Fact-finding meetings by Per F. Peterson

To DCPP on September 10–11, 2013, with Consultant Wardell to receive an update on the
Operating Experience program, a report on the Unit-2 reactor coolant pump seal failure root cause
evaluation, review the On-Line Maintenance Program, an update on once-through cooling, review
use of social media by the Emergency Response Organization, Containment closure capability,
receive an update on office seismic safety and pressurizer weld overland indications, observe a
Mechanical Power Transmission Class training and a meeting of the Plant Health Committee,
receive an update on Safety System Functional Failures, the status of FLEX at DCPP, tour areas of
DCPP and meeting with a member of DCPP senior management.

To DCPP on December 11–12, 2013, with Consultant Wardell to observe a meeting of the Plant
Health Committee, review refueling outage 1R18 plan and Outage Safety Plan, receive an overview
of digital systems, review Containment equipment hatch closure capability, review the Performance
Improvement Review Board, workplace seismic safety, the Eagle 21 Plant Protection System, review
San Luis Obispo County emergency precautionary actions and use of social media, receive an
update on the Institute of Nuclear Power Operations evaluation, software quality assurance and



cyber security, receive an update on load follow operation, and meet with PG&E’s Chief Nuclear
Officer.

To DCPP on May 21–22, 2014, with Consultant Wardell to observe the evaluated Hostile Action
Based Emergency Exercise, review design quality effectiveness, safety culture, performance results
from Outage 1R18, review cooling tower study, the Institute of Nuclear Power Operations Strategic
Performance Improvement Plan, the Auxiliary Building Ventilation System, and meet with DCPP Site
Vice-President.

1.4.4 Tours of DCPP by DCISC Members and Members of the Public During the Period July 1,
2013 – June 30, 2014

The DCISC had historically performed a public tour of Diablo Canyon Power Plant each year
with members of the public in conjunction with its January/February public meetings (except for
two years following the terrorist activities of September 11, 2001 because of tightened security at
nuclear power plants, including DCPP). With its June 2004 public meeting, the Committee resumed
conducting tours of DCPP with members of the public, offering a tour in conjunction with each of its
public meetings since that time, unless precluded by security concerns. The tours are noticed in
advance in the local newspapers, and members of the public sign up in advance. During the tours
members of the public and the Committee Members and Consultants hold individual discussions
concerning the DCISC, Diablo Canyon, and nuclear power. The tours have proven to be very popular
with the local residents and are considered by the DCISC as an important aspect of its public
outreach activities. Public tours were conducted at the October 9, 2013, February 12, 2014, and June
11, 2014 Public Meetings, with the DCISC Members, and DCISC Consultants. Each of the tours was
well attended with 30, 30 and 44 members of the public attending each of the tours, respectively.
These tours are described in Volume II, Exhibit E. While public interest remains, the DCISC will
continue to host public tours at each of its public meetings.
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24th Annual Report, Volume 1, Section 1.5, Visits by DCISC Members to California
State Agencies

On July 2, 2013, DCISC Member Peter Lam and Assistant Legal Counsel Robert Rathie met in
Sacramento with California Energy Commission Chair Robert B. Weisenmiller, Ph.D., his advisor Mr.
Kevin Barker, and Senior Nuclear Policy Advisor Barbara Byron and discussed matters concerning
the causes and consequences of severe nuclear accidents, recent activities regarding the DCISC’s
review of fire protection issues at DCPP, items on the DCISC’s most recent Open items List, and to
review the DCISC”s Conclusions, Concerns, and Recommendations from the Committee's 22nd
Annual Report and to discuss matters related to DCPP’s current operational status and recent
events and the activities of the DCISC.

On February 18, 2014, DCISC Member Per F. Peterson and Assistant Legal Counsel Robert W. Rathie
met in Sacramento with Governor Edmund G. Brown Jr and. Senior Policy Advisor to the Governor
of California and the Director of the Office of Planning and Research Ken Alex to discuss matters
related to the Committee’s recent activities including matters related to seismic site evaluations,
planning and preparation at DCPP for beyond-design basis events including spent fuel pool
procedures, the closure of the San Onofre Nuclear Generating Station, issues related to load-follow
operations and energy storage, and the elimination of once-through cooling.

The DCISC has plans to schedule annual meetings between its Members and the appointing entities
and with the Commissioners or representatives of the California Public Utilities Commission to
provide background on and information regarding current activities of the Committee.



24th Annual Report by the Diablo Canyon Independent Safety Committee, July 1, 2013 - June 30, 2014
Preface | Executive Summary
Volume 1 TOC | Volume 2 TOC | PG&E Response | Contact the DCISC

24th Annual Report, Volume 1, Section 1.6, Documents Provided to the DCISC

The Restated Charter provides that the DCISC shall have the right to receive on a regular basis
specified operating reports and records of Diablo Canyon Nuclear Power Plant, as well as such
other reports pertinent to safety as may be produced in the course of operations and may be
requested by the Committee. Thousands of PG&E and Nuclear Regulatory Commission documents
(relating to both historical and current operations) have been provided to the DCISC. Document
lists are shown in Volume 2, Exhibit A.
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24th Annual Report, Volume 1, Section 1.7, Documentation of DCISC Activities

DCISC Activities and meetings are documented for public information in several ways as
described below. Documents are available at the Reference Department at the California
Polytechnic University (Cal Poly) R.F. Kennedy Library in San Luis Obispo, CA.

The DCISC’s Annual Report, covering the period July 1 through June 30, is a comprehensive
description of Committee activities throughout the period. The report is published in two volumes
and in a compact disk format and is made available on the Committee website and is provided to
local San Luis Obispo City and County public libraries and interested persons.

Minutes of each public meeting are contained in the Annual Report in Exhibits B.3, B.6, and B.9.

Reports of DCISC visits to the Diablo Canyon Nuclear Power Plant (DCPP) are contained in the
Annual Report.

DCISC public meetings are webcast in real time and cablecast over the San Luis Obispo local public
access television channel and are available through indexed, archived streaming video through the
link on the Committee’s website to County Meetings on www.slospan.org.

The DCISC issues press releases before and after its public meetings concerning topics it believes to
be of particular interest within the community.
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24th Annual Report, Volume 2, Exhibit Biii, Minutes of the Diablo Canyon
Independent Safety Committee September 4, 2013 Public Teleconference Meeting
(approved at the Wednesday October 9, 2013 Public Meeting, Berkeley, California.)

Notice of Meeting

A legal notice of the public meeting and teleconference was published in a San Luis Obispo
County newspaper and mailed to the media and those persons on the Committee's service list. The
legal notice and meeting agenda were also posted on the Committee's website

Agenda

I Call to Order – Roll Call

The September 4, 2013, public meeting and teleconference of the Diablo Canyon Independent
Safety Committee (DCISC) was called to order by Committee Chair Dr. Per F. Peterson at 1:05 P.M. in
the Board Room conference facility at the Hotel Durant in Berkeley, California.

Dr. Peterson welcomed the members of the public attending the public meeting in person and
through the teleconference connection. He stated that the Committee was meeting for the
purpose of reviewing and considering approval of its draft report concerning the DCISC’s technical
evaluation of the Bechtel Power Corporation’s (Bechtel) report on alternative cooling technologies
or modifications to the once-through cooling system for Diablo Canyon Power Plant’s (DCPP).
Bechtel prepared its report in accordance with the direction by the Review Committee for Nuclear
Fueled Power Plants (RCNFPP) established by the State Water Resources Control Board (SWRCB).
The RCNFPP requested the DCISC to provide a technical review and evaluation of the Bechtel
Report.

II Introductions & Establishment of a Quorum

Dr. Peterson reported that two members of the Committee (he and Dr. Budnitz) were present
at the Berkeley, California location while DCISC Member Dr. Peter Lam was in attendance by
teleconference from Rockville, Maryland.

Present:

Committee Member Robert J. Budnitz

Committee Member Peter Lam (by teleconference)

Committee Member Per F. Peterson



Absent:

None

The Chair observed the DCISC’s Assistant Legal Counsel, Mr. Robert Rathie, was present and its
Legal Counsel, Mr. Robert Wellington, was in attendance by teleconference. Dr. Peterson reported
the Committee’s technical consultants, Mr. R. Ferman Wardell, P.E, and Mr. David Linnen were in
attendance by teleconference. The Chair reported this public meeting of the Committee was being
recorded by AGP Video and the broadcast would soon be available for review on the DCISC’s
website and on the San Luis Obispo County public education and governmental television station.

The Chair remarked that an opportunity would be afforded for public comment following the
Committee’s consideration of the single action item for this meeting.

III Action Item

A. Consideration of a draft report on the DCISC’s review of the Bechtel Power Corporation’s
Report on Alternative Cooling Technologies or Modification to the Existing Once-Through
Cooling System for Diablo Canyon Power Plant prepared for the California State Water
Resources Control Board’s Review Committee for Nuclear Fueled Power Plants.

Dr. Peterson briefly reviewed the process utilized by the Committee to develop its report on its
technical review and evaluation of the Bechtel report. In order to comply with California’s Bagley-
Keene Open Meeting Act, and on the advice of legal counsel, a draft of the report was developed
by Dr. Budnitz and distributed to the Committee’s technical consultants. The technical consultants
provided the report separately to the two other members. By employing this method there was no
direct communication between the members prior to today’s public meeting and the public
meeting and teleconference is the designated public forum for discussion of the report provided by
Dr. Budnitz. Assistant Legal Counsel Rathie reported a draft of the report under consideration today
by the Committee was made available for public review on the Committee’s website on September
3, 2013.

Dr. Peterson stated Dr. Budnitz accepted the responsibility, on behalf of the DCISC, to attend
certain meetings of the RCNFPP held in Sacramento, California. Dr. Peterson observed the DCISC
limited the scope of its review to be consistent with the Committee’s charter from the California
Public Utilities Commission (CPUC) to assess the possible impacts of alternative cooling
technologies on the operational safety of DCPP and to also review the question of the nature of
nuclear safety regulatory review or requirements which might be imposed in implementing those
alternative technologies. Dr. Peterson requested Dr. Budnitz provide a brief summary of the DCISC’s
draft report including conclusions and the basis for those conclusions.

Dr. Budnitz stated he would review the major topics and discuss the rationale for the conclusions
proposed in the DCISC report. He reported that in the Bechtel report a set of questions was used as
the safety criterion for the seven alternative cooling options identified by Bechtel in its report.
These questions were developed by the RCNFPP and Dr. Budnitz remarked the questions were



based principally upon whether or not each of the identified seven alternative cooling options could
meet the regulations of the U.S. Nuclear Regulatory Commission (NRC). The Bechtel report
concluded that all seven options would likely meet NRC regulations but that there was not enough
technical detail on any individual option to make a final determination. However, Dr. Budnitz’
reported Bechtel’s conclusion was stronger in that the Bechtel report concluded that any of the
seven options could likely meet NRC regulations under the procedures contained in Title 10 Code of
Federal regulations Part 50.59 (10 CFR 50.59) without the need for a license amendment request to
the NRC. Dr. Budnitz stated the DCISC report does not agree with Bechtel’s conclusion regarding
the need for a license amendment but a more fundamental issue exists in that given the level of
technical detail and analysis available in Bechtel’s report neither Bechtel or the DCISC could
determine whether any of the seven alternative cooling options could ultimately meet NRC
regulations. However, the DCISC report concludes that the 10 CFR 50.59 process would not be
adequate for at least five and perhaps six of the seven identified alternative cooling options
reviewed by Bechtel.

Dr. Budnitz observed the issue of whether any of the seven identified options could meet NRC
regulations is not the criterion which should be applied by the DCISC in its review of Bechtel’s
conclusions. The DCISC does not view the NRC’s regulatory safety criteria as identical to those used
by the DCISC. The NRC criteria are necessary but the fact that regulatory criteria are met is not
sufficient. Dr. Budnitz remarked there are many differing ways in which a plant may meet the NRC’s
regulatory criteria but the DCISC, as a Committee appointed by California state officials to judge
safety on behalf of the citizens of California, must ask a further question concerning plant safety
performance to determine whether the same approximate level of safety is achieved by a new
alternative cooling technology as by the existing technology now in use at DCPP. If that is true then
the DCISC would likely find the alternative technology to be acceptable. Concerning the alternative
options identified by Bechtel in its report, Dr. Budnitz observed there isn’t sufficient information to
know whether either the NRC’s regulatory criteria or the DCISC criteria are met. However, Dr.
Budnitz further observed that five of the options involve the use of cooling towers and these would
be likely in some form to meet NRC regulations because cooling towers are currently in use at many
U.S. nuclear power plants.

Dr. Budnitz explained that nuclear engineers must be concerned with upset conditions which could
arise and lead to a large accident in which cooling is lost to the reactor core and the core melts and
that those are accidents which must be avoided at all costs. Nuclear power plants produce a
considerable amount of waste heat, with about two-third of the heat generated by the nuclear
chain reaction going into waste heat with the remaining one-third going into the steam which
drives the turbine. Systems used at DCPP and at all other nuclear power plants are therefore
designed to reject about two-thirds of the heat they generate into the environment. At DCPP, while
some heat is discharged to the atmosphere, almost all waste heat is discharged into the Pacific
Ocean and each of the seven alternative cooling options identified by Bechtel in its report would
change the way that ultimate discharge to the environment is accomplished. Two of the options
would continue to discharge heat to the ocean while with the other five options the discharge
would be to the atmosphere through cooling towers. Dr. Budnitz observed that significant among
the types of accidents which cause concern to nuclear engineers are those which involve upset to



the heat removal system. In order to understand and address these and other types of accidents
each accident scenario must be analyzed in detail. Some accidents involve equipment failure, others
involve external hazards or malevolent acts, but several of the accident scenarios which most worry
the nuclear engineering community do not involve an interruption or dysfunction of heat removal.
Dr. Budnitz observed that with reference to DCPP, accident scenarios which involve a significant
disruption or dysfunction of heat removal are not presently very important contributors to the
overall residual risk and it is important that this remains true if a change to the plant based upon
one of the seven alternative cooling options reviewed by Bechtel were to occur. Dr. Lam concurred
with Dr. Budnitz observation that loss of decay heat removal at DCPP is not a major risk contributor
but he stated generically loss of decay heat removal is a major contributor to a risk analysis. Dr. Lam
observed it is important that any new cooling configuration for DCPP does not change the safe
operation of existing equipment. Dr. Budnitz stated during his informal conversations with Bechtel
personnel engaged in this project everyone agreed more information and analyses are required and
that there is insufficient detail and time available to complete what will necessarily comprise a very
detailed, and difficult analytical process.

Dr. Budnitz observed that following the accident at the Fukushima Dai-ichi nuclear plant in Japan
(Fukushima) the NRC and the U.S. nuclear industry have studied lessons learned and the NRC and
the industry are imposing changes at all U.S. nuclear plants as a result. The nuclear industry has
developed, with the general endorsement of the NRC, an initiative to provide greater assurance of
safety which is termed “FLEX.” FLEX has as its ultimate objective addressing very extended losses
of offsite power; very extended losses of onsite power, termed a station blackout; and long
duration losses of a plant’s ultimate heat sink. To comply with FLEX, DCPP will deploy additional
equipment and as a result safety will be increased. Dr. Budnitz observed that a comparative safety
analysis of alternative cooling options should include the contributions of the FLEX initiative.

Dr. Lam expressed his appreciation for Dr. Budnitz’ work and insight on this important matter and
stated the conclusion in the Bechtel report that a license amendment would not be required for
any of the seven options was in Dr. Lam’s opinion very optimistic and premature. Dr. Lam observed
Bechtel’s conclusion should not be misconstrued as a positive endorsement of any one of the
options identified in its report. Dr. Lam observed the DCISC report includes his observations that
any of the seven alternative cooling options, if designed, manufactured, and maintained in
accordance with accepted safety practices, might be acceptable but it is premature for the DCISC
to endorse any one of the options without receiving more details.

Dr. Peterson stated he agreed with Dr. Lam’s observations and Dr. Peterson expressed his respect
and appreciation for the experience and background Dr. Lam brings to the DCISC’s review of
Bechtel’s conclusions in its report through Dr. Lam’s service as an NRC Administrative Law Judge.
Dr. Peterson observed that at least one of the identified alternative cooling options would require a
new safety-related system and such a change would certainly require DCPP to submit a license
amendment request to the NRC for the change. Dr. Peterson remarked that it was his view that the
different cooling technologies reviewed by Bechtel could likely be made to work but the details
would be extraordinarily important particularly as the change in technology would be occurring at
an existing facility and would result in changes to the pressure ratings of the facility’s condensers



and circulating water piping, require removal of buildings and facilities, and require evaluations of
flooding risk in a turbine building wherein safety-related equipment is installed. These efforts
would require an enormous amount of engineering and verification of the lack of impact on the
plant’s safety system performance which could only be done based on far more detailed
information. Dr. Peterson commented that another area which would need to be studied in detail is
the impact on safety-related equipment and safety functions during the construction period when
the auxiliary saltwater system would almost certainly be interrupted with a resulting impact on the
plant’s ability to cool the spent fuel pools.

Dr. Peterson observed that a careful assessment would be required as to the continued reliability of
the plant’s circulating water function which he described as one of the more important non safety-
related systems within the plant. Interruption of circulating water function at DCPP has occurred in
the past due to an influx of salp, a jellyfish like sea creature, in Diablo Cove and at the plant’s Intake
Structure which resulted in the buildup of salp on the intake screens causing a sufficient pressure
drop that the intake pumps were shut down. Dr. Peterson stated any outage caused by issues with
a plant’s circulating water system must be taken very seriously as that when the turbine is tripped
in such a scenario, the condenser back pressure increases and steam cannot be taken into the
condenser and as a consequence the reactor must be tripped. There is then a resulting period of
time during which it is vital to continue to remove a substantial amount of heat from the primary
system to keep pressures and temperatures within acceptable limits. During a normal reactor trip
steam is dumped through valves that open from the steam generators so the steam can be
discharged and heat removed. While some of that steam goes directly to the atmosphere, about
30-40% of the steam during a normal reactor trip is routed to the condenser. If circulating water
functions are lost, the condenser no longer functions as a heat sink and the plant’s ability to remove
heat is substantially reduced and peak temperatures are increased substantially. Dr. Peterson
likened this scenario to an emergency stop by an automobile. Dr. Peterson observed that DCPP has
a current practice of reducing the operating power of its two reactors during winter storm activity
so that if the reactors are forced to trip due to storm activity at the intake there should be no need
for the extra heat removal capacity provided by the plant’s condensers. He remarked that any
modification to the cooling technology requires careful assessment to verify that the reliability of
the circulating water function is not reduced significantly by new technology because in that event
the frequency of this type of severe trip would increase. While such a trip would be unlikely to
cause an accident, it is one of the accident scenarios nuclear engineers worry most about as a
potential precursor to an accident.

Dr. Budnitz stated the use of the term “safety-related” is a specific regulatory reference as such
items have certain associated quality requirements and are treated differently than other non
safety-related plant components or systems. Dr. Budnitz observed the turbine is an example of a
non safety-related component and there are numerous important accident sequences that are
initiated when non safety-related equipment gets into trouble which can then affect safety-related
plant systems and components. Safety analysts and plant designers are tasked to ensure that if non
safety-related functions are compromised, a plant can still be maintained in a safe configuration
and be safely shut down. He observed that the circulating water system referred to by Dr. Peterson
was an example of a non safety-related system where safety margins cannot be allowed to erode



when compared to existing margins, or the system cannot be allowed to experience unnecessary
and additional stress. He commented that the accident at the Three Mile Island Nuclear Generating
Station in 1979 started with an auxiliary feedwater transient and the auxiliary feedwater system is
not a safety-related system in a pressurized water reactor such as those at Three Mile Island and
DCPP.

Drs. Budnitz and Peterson observed the Bechtel report did a good job of identifying the seven
alternative cooling options on a conceptual design level but more design and engineering work is
needed to reach a point where the options might be assessed well enough to verify they might be
capable of being constructed and have the appropriate level of operational reliability so that they
would not cause the frequency of reactor trips at DCPP to increase significantly. Dr. Budnitz stated
that the complexity of the alternative cooling options makes it more difficult to do this required
analysis.

Dr. Peterson requested the Committee’s technical consultants, Mr. Wardell and Mr. Linnen, to
comment on the DCISC’s draft report. Mr. Wardell and Mr. Linnen both remarked that they were in
agreement with the report as submitted. Dr. Peterson remarked he was grateful to the office of the
Committee’s legal counsel for designing a process by which the report could be produced in a
timely manner and he stated the DCISC’s report should be a valuable contribution to the State
Water Resources Control Board and the RCNFPP. Dr. Lam remarked that the Committee developed
its report within the very short time of approximately two weeks as required by the RCNFPP and
this represented a truly extraordinary effort by all concerned.

The Committee members briefly reviewed the cover letter which will accompany the report when it
is transmitted to the RCNFPP and directed that the cover letter be modified to include a request
that the RCNFPP provide its written response to the DCISC report and to inquire how the RCNFPP
intended to address the conclusions and recommendations made by the DCISC in its report.
Assistant Legal Counsel Rathie stated the continuing review by the DCISC of the alternative options
to once-through cooling at DCPP have been and will remain a part of the DCISC scope of work and
will be addressed in the Committee’s annual reports on the safety of DCPP operations. The Chair
observed that if the Committee members believe the response of the RCNFPP to be inadequate
then that matter should be discussed with each member’s appointing entity: the Governor, the
California Attorney General, and the Chair of the California Energy Commission.

Following the final public comment on this topic (see below) the Chair directed that the cover letter
to accompany the Committee’s report be modified to include the request for a written
acknowledgment or response and information concerning next steps or process proposed by the
RCNFPP and to include noting that a video of this public meeting would be available on the DCISC
website, and to include a request that should the RCNFPP have concerns about the nature of the
DCISC’s findings, conclusions or recommendation to please contact the Committee. The
Committee further directed the office of its legal counsel to coordinate with Consultant Wardell
on non substantive modifications of the DCISC’s report to clearly indicate and summarize the
Committee’s recommendations to the RCNFPP concerning the need for more analysis and design
detail. Dr. Peterson confirmed the DCISC review of this matter will continue and the Bechtel report



will be updated in a final version which should have additional information of interest to the DCISC.

Consideration of the approval of the DCISC’s report on its “Evaluation of Safety Issues for
‘Independent Third party Final Technologies Assessment for the Alternative Cooling Technologies
of Modifications to the Existing Once-Through Cooling System for Diablo Canyon Power Plant’”
was deferred until after comments by members of the public.

IV Public Comments and Communications

The Chair reviewed the provisions from the agenda for this public meeting concerning
comments and communications to the Committee and invited persons present in the audience or
attending by teleconference to address remarks to the Committee concerning the item listed on
the agenda regarding the Committee’s draft report on it evaluation of the Bechtel report
concerning alternate cooling technologies or modification to the existing once-through cooling
system for DCPP.

Mr. John Geesman, present in the audience at Berkeley, California, was recognized. Mr. Geesman
stated he is an attorney and represents the Alliance for Nuclear Responsibility. He complimented
the DCISC for its prompt response to the RCNFPP’s request and stated he had no quarrel with the
content of the DCISC’s report. He stated he understood from the DCISC report that the Committee
had found nothing generically wrong with any of the seven options identified by Bechtel which
would degrade safety of DCPP operations, while recognizing that more details are required before a
final conclusion could be reached. Mr. Geesman stated the Alliance for Nuclear Responsibility
shares the DCISC’s belief in the importance of the license amendment request process and he
commended the Committee members for including that issue in their report. He remarked,
however, Bechtel probably has more experience in the area of NRC license amendment requests
than virtually any other firm in the world. He commented that during the DCISC’s public meeting in
June 2013 he discussed with Dr. Budnitz the need for a license amendment in connection with new
information received concerning the Shoreline seismic fault in the vicinity of DCPP and at that time
Dr. Budnitz was reluctant to express an opinion on whether the Shoreline information was in
conformity with DCPP’s license from the NRC. Mr. Geesman inquired what was different in context
of the evaluation of the Bechtel report which motivated the DCISC to take a strong view regarding
the issue of the need for a license amendment.

Drs. Budnitz and Peterson replied to Mr. Geesman’s remarks and stated that certain of the options
identified in the Bechtel report included the use of technologies which have been successfully
deployed at other U.S. nuclear power plants. Concerning the issue of a license amendment for any
of the options identified in the Bechtel report, Dr. Peterson observed the Bechtel report was
unambiguously incorrect in stating that none of the options reviewed would require a license
amendment in that the offshore modular wedge-wire option would require a new safety-related
gate which, were the gate to fail would result in closure of the inlet from where the auxiliary
saltwater system would draw its water supply. Dr. Peterson observed that by adding a new safety
system, a license amendment request would be required as well as a new analysis in the Final Safety
Analysis Report for the plant. Dr. Peterson observed that as the Bechtel report was clearly incorrect



with at least one identified option there is the possibility that the report may be incorrect in other
areas. Dr. Lam commented that in his opinion even if there were no safety-related system
involvement, constructing two cooling towers onsite alone would merit a license amendment
request. Dr. Budnitz observed the 10 CFR 50.59 processes were not designed to be utilized for
major plant modifications as contemplated by Bechtel in its report. The members agreed that
reaching conclusions about whether or not a license amendment request would be needed falls
somewhat outside the Committee’s remit because the DCISC is not charged with enforcing NRC
regulations but rather to assess operational safety at DCPP. However, Dr. Peterson commented that
it was important that the RCNFPP be alerted to the fact that the need for a license amendment is an
issue which will require further review. Mr. Geesman stated that the Alliance for Nuclear
Responsibility agrees with the DCISC report’s perspective on this issue and he thanked the
Committee members for bringing emphasis to the issue.

Concerning the matter of a license amendment request for the Shoreline fault Dr. Budnitz
commented that while he has spent considerable time reviewing the issue he is unable to
determine the precise seismic licensing basis for DCPP as that matter is extremely complex. He
remarked PG&E is now conducting its Licensing Basis Verification Project for DCPP in an effort to
clarify and obtain NRC concurrence concerning the seismic licensing basis for DCPP but Dr. Budnitz
stated he remains convinced of the adequacy of the seismic design of the station. He remarked that
in the area of the adequacy of the seismic design basis there is a considerable amount of
information and detail available while in the matter of the review of the options identified in
Bechtel’s report much of the necessary detail remains to be provided.

Ms Rochelle Becker of San Luis Obispo, present on the teleconference, was recognized. Ms. Becker
stated her belief that all meetings of the DCISC should be held in San Luis Obispo County. She
stated she serves as a member of the RCNFPP but was not speaking on behalf of the RCNFPP. She
confirmed the RCNFPP requested the DCISC’s review and input and she expressed her admiration
for the work done by the DCISC members in a short period of time. She remarked the RCNFPP
always acknowledges the comments and input it receives and she thanked the Committee
members for their work. Ms. Becker commented that the focus of the Alliance for Nuclear
Responsibility is on the source of the funding which would be required for the process, which the
PG&E’s ratepayers may be asked to pay. Ms. Becker commented she understands the DCISC has no
authority over PG&E, as she was involved in the process by which the DCISC was established in the
late 1980's, but she expressed her opinion that the Committee should participate in any
proceedings before the California Public Utility Commission if the conclusions and
recommendations of the Committee were not adhered to.

Drs. Budnitz and Peterson responded and stated that, given schedules and prior commitments
there was no possibility for the Committee to schedule a meeting in San Luis Obispo for this matter
and that holding this meeting out of San Luis Obispo County did not establish a precedent for
future meetings of the DCISC.

Dr. Henriette Groot of Los Osos, present on the teleconference, was recognized. Dr. Groot
questioned who would be paying for changes to DCPP were they to be implemented and who



would assume liability for all the new construction and new equipment. Dr. Budnitz replied the
question of funding was outside the scope of the Committee’s responsibility and was therefore a
matter on which the members should not speculate or comment. Dr. Groot thanked the Committee
for a good job on the review of the Bechtel report but expressed her disappointment that her
questions were not answered. Dr. Peterson stated that from a technical perspective, whether any
proposed modification could result in degraded performance, less reliability, or safety problems the
Committee reached a high level conclusion that changes could be implemented but if any of the
proposed options were to move forward to include design and engineering studies the Committee
would follow that process very closely. Dr. Peterson stated whatever emerges from the RCNFPP
review process, the DCISC will remain very closely engaged in reviewing questions related to the
impact on safety systems during construction and subsequently on operational reliability and the
frequency of plant trips, particularly circulating water plant trips. He stated that while the DCISC has
insufficient information at present to reach a definitive conclusion on any of the identified
alternative cooling technologies it will certainly follow closely any further efforts to develop more
detailed designs. Dr. Budnitz remarked that among the options reviewed by Bechtel there were
some which would require more fresh water than is presently readily available at the plant site and
therefore a desalination plant would be needed to provide water. The Bechtel report discussed
water storage options which would provide approximately two hours of water before the plant
would need to be tripped and Dr. Budnitz stated that water storage capacity, and reduction in
safety margin as a result, was a separate issue from the cost of desalination.

Mr. David Nelson of Morro Bay, present on the teleconference, was recognized. Mr. Nelson
thanked the Committee for its report and stated he shared Ms. Becker’s concern about a meeting
of the DCISC held outside San Luis Obispo County. Mr. Nelson stated his concern was with the
damage and problems which once-through cooling has caused and experienced in the past. He
stated the focus should be upon dry cooling technologies and why it works and doesn’t work. He
stated there are problems with existing cooling systems but the damage once-through cooling is
doing over in the canyon should be kept in mind. He stated this impact was not disclosed on
original permits for DCPP and is monumental. He stated his belief that DCPP should be shutdown in
light of the events at Fukushima as there are three reactors smoldering to the west. He observed
the meeting of the DCISC was good for public relations purposes but in reality neither cooling
system should be in operation. Dr. Peterson thanked Mr. Nelson for his comments and observed
there is the possibility that alternate cooling technologies might have options which could prove
more reliable than the existing technology in use at DCPP and one should not prematurely down-
select between options until sufficient information is available to make a prudent and informed
decision.

Assistant Legal Counsel Rathie commented the DCISC report on the Bechtel review would be
available on the Committee’s website and the DCISC would entertain comments at the October 9–
10 2013, public meeting in Avila Beach, California. Dr. Budnitz reported the next version of the
Bechtel report will include costs and should be released sometime in October 2013.

Ms. Becker was again recognized by teleconference and she suggested that reference be included
in the cover letter to the RCNFPP that a video of this public meeting of the Committee would be



available on the Committee’s website. The Chair thanked Ms. Becker for her suggestion.

Public comment on item III A was then closed.

The Chair then returned the attention of the Committee to approval of the report (see above). A
motion was made by Dr. Budnitz to approve the DCISC’s “Evaluation of Safety Issues for
‘Independent Third Party Final Technologies Assessment for the Alternative Cooling Technologies
or Modifications to the Existing Once-Through Cooling System for the Diablo Canyon Power
Plant,’” which was seconded by Dr. Lam, and on a roll call vote the motion was unanimously
approved and authorized transmittal of the DCISC report to the RCNFPP and to those persons
indicated within the cover letter which will accompany the report.

Following the approval of the DCISC’s evaluation and report of the Bechtel report, the Chair invited
any members of the public to address the Committee on matters not on the agenda for this public
meeting. There was no response to his invitation.

V Adjournment of Public Meeting & Teleconference

There being no further business, the seventieth public meeting and teleconference of the Diablo
Canyon Independent Safety Committee was adjourned by Dr. Peterson, at 2:45 P.M.
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Wednesday & Thursday, October 9–10, 2013, Avila Beach, California

Notice of Meeting

A legal notice of the plant tour and public meeting and several display advertisements were
published in local newspapers and mailed to the media and those persons on the Committee’s
service list. Information on the public tour, the legal notice and a copy of the meeting agenda were
also posted on the Committee’s website. Public meetings of the Committee may be viewed online
in real-time over streaming video at /www.dcisc.org and /www.slospan.org and are videotaped for
later broadcast on the local government access television channel (Channel 21).

Public Tour of Diablo Canyon Nuclear Power Plant

On the morning of Wednesday, October 9, 2013, the members of the DCISC accompanied by 30
members of the public, Ms. Ellie Ripley, PG&E’s tour guide, and the Committee’s technical
consultants, conducted a tour of certain accessible areas of the Diablo Canyon Power Plant (DCPP).
The members of the public responded to the advertisement concerning the public tour placed in a
local area newspaper and on the DCISC’s website. The group met at the PG&E Energy Education
Center for an introduction to the Committee members and consultants and to receive a short
presentation on the background and role of the Committee. Ms. Ripley then provided a brief
overview of DCPP including its history, operation, the nuclear fuel cycle, spent fuel storage and
plant security and an opportunity was provided to ask questions. Ms. Ripley discussed how the
plant’s cooling systems work, with the ocean water two physical barriers away from the reactors.
The group was issued visitor badges and then departed for DCPP.

The bus entered the plant site through the Avila Gate and the group received a briefing from PG&E
representatives on the various external features and buildings. The group arrived at the
Independent Spent Fuel Storage Installation (ISFSI) and the plant overlook area where a break was
taken. The bus then arrived at the Vehicle Inspection Station and subsequently at the Control Room
Simulator facility. The members of the public were then divided into two groups, each accompanied
by at least one DCISC member and consultant, and each group visited in turn the Control Room
Simulator facility, a full scale mockup of the Unit-1 (U-1) control room, and the lobby of the Security
Building for a demonstration of screening of personnel entering the protected areas of the plant.
There was also an opportunity afforded to both groups to view the Intake and Outfall facilities
where the plant pulls in and discharges cooling water from and to the Pacific Ocean before
departing DCPP and returning to the Energy Education Center.



Questions and Comments From the Public

During the ride back to the Energy Education Center the members of the public had an
opportunity to ask questions of Committee members and consultants and the PG&E tour guide.

Conclude Public Tour

Agenda

I Call to Order – Roll Call

The October 9, 2013, public meeting of the Diablo Canyon Independent Safety Committee
(DCISC), the seventy-first public meeting of the Committee, was called to order by Committee Chair
Dr. Per F. Peterson at 1:30 P.M. at the Point San Luis Conference Facility at the Avila Lighthouse
Suites in Avila Beach, California, the Chair welcomed the members of the public in attendance and
remarked that the public meetings of the Committee are viewed in real time over streaming video
and are videotaped for later broadcast on the local public access television station. Dr. Peterson
introduced and briefly reviewed the professional backgrounds and appointment of each member of
the Committee.

Present:

Committee Member Robert J. Budnitz

Committee Member Peter Lam

Committee Member Per F. Peterson

Absent:

None

II Introductions

Dr. Peterson introduced and briefly reviewed the professional backgrounds of the Committee's
technical consultants, Mr. David C. Linnen and Mr. R. Ferman Wardell and DCISC Assistant Legal
Counsel Robert W. Rathie.

III Public Comments and Communications

The Chair inquired whether there were any members of the public present who wished to
address remarks to the Committee on items not appearing on the agenda for the public meeting
and he reviewed the advice from the agenda concerning items or issues which are brought to the
attention of the members by the public during public meetings.

Ms. Sherry Lewis, a representative of the group San Luis Obispo Mothers for Peace (Mothers for
Peace) was recognized. Ms. Lewis remarked she is an artist and she displayed a painting which she



said represents the dangers from a spent fuel pool fire which might ignite in a spent fuel pool at
DCPP due to loss of water inventory and the current practice within the nuclear industry of
permitting increasing density of spent fuel stored within spent fuel pools. Ms. Lewis observed the
original configuration of the fuel assemblies and the spent fuel pools ensured that if water were to
leak the fuel rods would be far enough apart that they would not catch fire. However, the Nuclear
Regulatory Commission (NRC) has allowed U.S. nuclear plants to re-rack their spent fuel pools to
make them five-times denser and thereby made the fuel more vulnerable to accident or terrorist
attack. Ms. Lewis stated her opinion that in its consideration of the density of spent fuel pool
storage it is clear that while the NRC may be committed to the safety of the public it is also
committed to the economic viability of the nuclear industry and she objects to this weighing of
safety against economic factors. She stated she hoped the DCISC was more committed to safety
and to the environment than to the industry.

Ms. Jane Swanson was recognized. Ms. Swanson identified herself as a spokesperson for Mothers
for Peace and stated her group is presently concentrating on issues of radioactive waste storage as
the NRC is currently considering its draft Generic Environmental Impact Statement on waste
storage and its newly-worded Waste Confidence Act. Ms. Swanson stated she has been unable to
obtain information or answers to her questions about the impact and use of high burnup fuels
which she understood to be more radioactive and to operate in the reactor core for a longer period
of time and at higher temperatures than conventional nuclear fuel and therefore it must remain in
spent fuel pools for a longer period of time. She stated she learned the demonstration casks for dry
storage of high burnup fuel would not be available for testing until 2015. She inquired if and if so
when, DCPP started using high burnup fuel and, if it is used what proportion does high burnup fuel
constitute of DCPP fuel and whether it is disbursed between DCPP’s two spent fuel pools. Ms.
Swanson stated Mothers for Peace continues to advocate for moving DCPP spent fuel into dry cask
storage at an accelerated rate and she remarked that dry casks proved themselves during the
accident in 2011 at the Fukushima Daiichi Nuclear Power Plant (Fukushima) in Japan as the spent fuel
pools, not the dry casks, created havoc.

Ms. Tracy Vardos was recognized and stated she was employed as an emergency planning
coordinator with DCPP. She reported that in response to issues which were raised with the DCISC
by members of the public at prior DCISC public meetings, PG&E reviewed and has improved its
outreach efforts at California Polytechnic University at San Luis Obispo (Cal Poly). PG&E determined
that its informational calendars were not reaching every student who lives on campus and has
taken steps to address the issue. During the “Week of Welcome” for new students at Cal Poly
DCPP, as well as the San Luis Obispo County Office of Emergency Services and the American Red
Cross, set up informational booths to provide information to interested students on DCPP and local
emergency planning issues. Ads have also been placed in the Cal Poly student newspaper, the
Mustang Daily, with basic information and directions for obtaining additional information. Ms.
Vardos, on behalf of PG&E, expressed her thanks to the members of the public who made
comments to the DCISC as she stated it allowed DCPP to increase its outreach efforts in the local
communities.

Ms. Elizabeth Brousse was recognized. Ms. Brousse stated she lives in Templeton, California, and is



a supporter of Mothers for Peace. She commented she had encountered a gentleman in the Avila
Beach area who was operating a Geiger counter and who commented the Geiger counter readings
measuring radioactivity in the local area were higher than he would have expected. She inquired
why citizens who live in the vicinity of DCPP are not encouraged to have Geiger counters to take
measurements of radioactivity around their homes and, in the case of an accident involving release
of radioactivity, to determine how long to employ protective measures. She observed that the
hotel where she is staying did not provide information concerning evacuation to its guests and
some people with whom she has spoken were unaware there is a nuclear plant in the area.

Dr. Peterson replied to Ms. Brousse’s comments and stated that some smart phones have an
application which allows the phone to function as a Geiger counter for purposes of measuring
gamma radiation through the phone’s built-in camera.

Committee Member Dr. Lam acknowledged the presence in the audience of Ms. Joan Walter,
Senior Nuclear Policy Advisor to the California Energy Commission (CEC) and he welcomed Ms.
Walter to the Committee’s proceedings.

Dr. Peterson stated in response to Ms. Swanson’s remarks that the amount of burnup of nuclear
fuel is dependent upon how long the fuel stays within the reactor core. DCPP is presently on an 18-
month refueling cycle and the DCISC has committed to continue to study and has a strong interest
in the issues concerning the dry cask storage of spent fuel. Dr. Peterson remarked that it was
established that at Fukushima the spent fuel pools, which were located within the reactor buildings
at a high elevation, did not drain. However, a lack of instrumentation to verify water inventory
caused significant problems and it has proven to be challenging to remove the fuel from the spent
fuel pools of the damaged Fukushima reactors. Dr. Lam reported the Committee recently included a
recommendation in its 23rd Annual Report on the Safety of Diablo Canyon Operation concerning the
movement of spent fuel from the spent fuel pools to dry cask storage. Dr. Lam observed, however,
there are thermal limits on spent fuel assemblies placed within the casks, federal limitations on how
the spent fuel pools must be configured, limits on how fast dry cask storage pads can be
completed, scheduling limits on refueling outages which affect fuel movement, and limitations on
the availability of plant and contractor staff. Dr. Lam reported the CEC may also make a new
recommendation in its latest Integrated Energy Policy Report on the issue of dry cask storage of
spent nuclear fuel.

Dr. Peterson recognized and acknowledged Mr. Peter Bedesem, Technical Assistant to the Site
Services Director at DCPP, who serves as the plant’s liaison with the Committee and in that role
provides effective and invaluable assistance to the members, consultants, and the legal counsel’s
office. Mr. Bedesem reported there will be two public presentations at this public meeting, one of
which concerns spent fuel pool level instrumentation and the other which will address DCPP’s long
term plans for spent fuel management.

Consultant Wardell stated that in response to Ms. Swanson’s question about high burnup fuel, to
the best of his knowledge DCPP has not and does not plan to use high burnup fuel. There is one
nuclear plant on the east coast which is testing one high burnup assembly which will subsequently



be stored in a dry cask to determine how the storage cask will behave. Mr. Wardell commented that
Ms. Lewis exercised artistic license in her painting in showing the spent fuel pools at DCPP because
in actuality both spent fuel pools at DCPP are located within a building and are not open to the
environment. He confirmed Dr. Peterson’s observation that at Fukushima the radioactivity released
to the environment did not originate from the spent fuel pools and the pools did not lose much
water inventory or catch fire.

Dr. Budnitz observed that development of high burnup fuel, which is in the experimental stage,
could result in fuels that are significantly safer during normal operation than those currently in use
within the nuclear industry but would be more radioactive when removed from the reactor core.
Dr. Budnitz stated that an operational fuel cycle using high burnup fuel could be up to twice as long
as the current18-month cycle for DCPP and would be safer because the safest configuration for the
plant, other than a complete shutdown, is when it is operating in its normal configuration. Changing
operational configuration and power levels creates risk. He remarked that some of the new fuels
being developed may have the potential to produce less radioactive release in an accident but the
benefits and risks of using high burnup fuel have yet to be assessed by individual nuclear plants or
by the NRC. He confirmed Dr. Lam’s observation concerning high burnup fuels potentially posing
additional problems at the backend of the nuclear fuel cycle. In response to Mr. Bedesem’s
observation, Dr. Budnitz confirmed that there is a difference between high enrichment fuel and
high burnup fuel and while they are related to a certain extent there is not a direct linear
relationship between the two types of fuel. Dr. Budnitz stated that limitations on fuel life for fuel
currently used in light water reactors result from the types of cladding used to surround the
uranium fuel pellets. Over a period of time the cladding can suffer damage from radiation and
become susceptible to leaks or loss of integrity. He stated that research is ongoing to develop more
robust cladding but this is not a simple matter.

Dr. Budnitz remarked in response to Ms. Brousse’s comments that background radiation levels
which are experienced by everyone are approximately 150-200 millirem per year and vary due to the
altitude, travel in airplanes, and other factors but are very low in terms of any health significance.
He reported emissions from DCPP since it commenced routine operations have been only a very
small fraction of the allowed NRC limits and require very sensitive instruments to measure. He
remarked that there was no way a citizen with a Geiger counter could possibly measure and
accurately interpret information on any radioactivity produced by DCPP and he would not
recommend that members of the public try to make such measurements as there are systems and
procedures in place to communicate accurate and timely information to the public in the event of
an off-normal event at DCPP.

IV Consent Agenda

The first item on the Consent Agenda was approval of the Minutes of the Committee’s June 5-
6, 2013, public meeting held in Avila Beach, California. A draft of the June 2013 Minutes was included
in the public agenda packet for this meeting. Dr. Peterson acknowledged the effort involved and
the good quality of the Minutes and stated he found few items which merited any correction. The
members and consultants reviewed the Minutes, reviewed items for follow up action, provided



clarification to legal counsel concerning typographical errors and the accuracy of certain references
in the Minutes and editorial comments and substantive changes were received concerning the draft
of the June 2013 Minutes.

Minutes of the Committee’s public meetings become part of its Annual Reports on Safety of Diablo
Canyon Nuclear Power Plant Operations (Annual Report). On a motion by Dr. Lam, seconded by Dr.
Budnitz, the Minutes of the Committee’s June 2013 public meeting were approved subject to
inclusion of the changes provided to the Committee’s Assistant Legal Counsel. The Minutes of the
June 2013 public meeting as adopted will be incorporated into the Committee’s 23rd Annual Report.

The second item on the Consent Agenda was approval of the Minutes of the Committee’s
September 4, 2013, public meeting and teleconference held in Berkeley, California, to approve the
DCISC’s evaluation of the Bechtel Power Corporation’s Report on Alternative Cooling Technologies
or Modifications to the Existing Once-Through Cooling System for Diablo Canyon Power Plant.
Clarification was provided concerning a reference to the turbine which should have been to the
condenser and with that change to the Minutes and upon a motion by Dr. Budnitz, seconded by Dr.
Lam, the Minutes of the September 4, 2013, public meeting and teleconference were unanimously
approved.

V Action Items

A. DCISC’s 23rd Annual Report on Safety of Diablo Canyon Operations; July 1, 2012 – June 30,
2013.

The Chairman reviewed the duty and obligation of the Committee to develop and make available its
Annual Report on the safety of DCPP operations. The Annual Report is provided to the CPUC and to
each of the Committee member’s appointing entity, the Governor, the California Attorney General,
and the Chair of the California Energy Commission. Dr. Peterson stated preparation of the Annual
Report was an intensive, collaborative effort led by Committee technical consultant Mr. Ferman
Wardell and the Chair stated Mr. Wardell deserves recognition and the thanks of the members of
the Committee for his efforts. At Dr. Peterson’s request, Mr. Wardell reviewed the process
employed by the Committee to develop its Annual Report for 2012–2013 and the two
Recommendations from the Committee’s 23rd Annual Report. Dr. Lam commented that the impetus
for the Committee’s second Recommendation on the movement of spent fuel to dry cask storage
came from the CEC’s recommendation in its Integrated Energy Policy Report some five years
previously which called for the density of fuel in the spent fuel pools to be reduced and the spent
fuel pools at DCPP to be restored to their original configuration. Dr. Lam remarked the DCISC’s
Recommendation should provide useful input to a further examination of this issue and the
constraints governing such action.

On a motion by Dr. Peterson, seconded by Dr. Budnitz, the Committee unanimously approved its
23rd Annual Report on the Safety of Diablo Canyon Operations for the period July 1, 2012 – June 30,
2013. In accordance with the Committee’s Restated Charter, the Annual Report is then provided to
PG&E for its response within forty-five days which then becomes a part of the Annual Report.



Assistant Legal Counsel Rathie reported that when the 23rd Annual Report is finalized, it will be
published in two bound volumes, as a compact disk, and on the Committee’s website and sent to
the Cal Poly and other local libraries to be available to members of the public.

B. Update on Financial Matters and Committee Activities 2013–2014.

Mr. Rathie reported financial statements prepared by the Committee’s accountant showing the
current assets, liabilities, and capital on hand were provided for review. He reported that it is
expected the DCISC will end calendar year 2013 well within the total amount of expenditures
permitted by the grant of funds received for its operations and any funds remaining unspent would
then be returned to the PG&E ratepayers who provide the funding for the DCISC’s operations. Mr.
Rathie reported the Committee has returned funds to the ratepayers in each of the last three
calendar years. Mr. Rathie also directed the attention of the members and consultants to the list of
key dates for 2013 and 2014 provided with the agenda packet.

C. Discussion of Issues on Open Items List

Dr. Peterson requested Consultant Wardell lead a review of items on the Open Items List, used by
the Committee to track and also follow-up on issues, concerns and information identified for
subsequent action during fact-finding or public meetings. Items discussed or concerning which
action was taken included the following:

Item Re: Action Taken

EN-16 Reviews of DCPP
Systems

11/13 FF scheduled – 4kV & 230kV Systems Schedule for
1Q14FF – Ocean Intake Systems Schedule TBD – for
systems changed from analog to digital

EN-20 Observation of
Plant Health
Committee

Next observation by PL

EN-29 Licensing Basis
Verification
Project (LVBP)

Seismic issues to be made a specific topic/RJB to review

HP-1 Review Human
Performance &
Behavior

Schedule for 3Q14FF

EP-5 DCPP Use of Social
Media

Change reference to “Planning” to “response” and include
review of technical information provided

NS-5 Nuclear Safety
Oversight
Committee

Include prior RJB review during 4/13 FF; 2Q14FF – PL to
attend close-out session (if possible)

OE-1 Review Operating
Plan

Schedule for 11/13FF

SE-42 Safety System Reviewed at 9/13FF



Functional Failures

SE-43 Pressurizer Nozzle
Weld Overlays

Schedule for 4Q14FF

SG-6 Steam Generator
Performance

Schedule for 4Q14FF

SF-2 PG&E Response to
R13-2

Add item

SC-3 Long Term
Seismic Program

Schedule for 4Q14 FF

SC-4 Tsunami Hazard
Analysis

Schedule for 4Q14 FF

SC-7 Shoreline Fault Schedule for 4Q14 FF
Workshops on 10/22-23/13 & 3/14 attended by RJB

SC-11 Response to NRC
50.54(f) Generic
Letter

Schedule for 3Q14 FF

LR-1 Pressure Vessel
Integrity

Include review at 8/13 FF

BDB-5 Stranded Plant
Procedure

Schedule for 4Q14 FF

6/12-PM11 Observe
Containment
Closure Drill

Schedule during 1R18 or 2R18-PFP

10/12-PM9 Scope of Seismic
Survey

Close – covered by SC-3 & SC-7

2/13-PM-3 LBVP System
Reviews

Coordinate w/EN-29 & 11/13FF

2/13-PM-9 Review re
Precautionary
Evacuations

Confirm 12/13FF

6/13-PM-10 Information on
Ground Motion
Workshop
Provided

Close

6/13-PM-12 Operating Plan
Action Items &
Goals Provided

Close

6/13-PM-15 Spent Fuel
Storage
Presentation

Close

Key to abbreviations used: Quarter (Q), Fact-finding (FF), To be Determined (TBD), Dr.



Robert J. Budnitz (RJB), Mr. David C. Linnen (DCL), Dr. Peter Lam (PL), Dr. Per F.
Peterson (PFP), and Mr. R. Ferman Wardell (RFW).

The Members confirmed that the balance of the items identified on the Open Items List as
recommended for closures should be closed as suggested. Dr. Budnitz commented he would
provide a copy of the Minutes of the Ground Motion Characterization Workshop held in March
2013 to Ms. Lewis and he confirmed the next scheduled Ground Motion Characterization Workshop
would be open to interested members of the public.

A short break followed.

VI Committee Member Reports and Discussion

A. Public Outreach, Site Visits and Other Committee Activities:

Dr. Lam reported he attended and gave a presentation on the causes and consequences of severe
nuclear accidents at the California Energy Commission’s Integrated Energy Policy Workshop held in
Sacramento on June 19, 2013. Dr. Lam stated his presentation on that occasion reflected his own
views and not necessarily the consensus of his fellow DCISC members.

The members confirmed public meetings of the DCISC are now scheduled for February 12–13 and
June 11–12, 2014, they then rescheduled a public meeting for October 14–15, 2014, and scheduled a
public meeting for February 11-12, 2015.

Dr. Budnitz reported that he had a potential scheduling conflict with the date of the next meeting
of the State Water Resources Control Board’s Review Committee for Nuclear Fueled Power Plants
(RCNFPP) which is now scheduled in Sacramento, California, on Monday, November 4, 2013. That
meeting is expected to include review of the DCISC’s Evaluation of the Bechtel Power Corporation’s
Report on Alternative Cooling Technologies or Modifications to the Existing Once-Through Cooling
System for Diablo Canyon Power Plant and also a discussion concerning the next round of technical
work to be performed by Bechtel. If Dr. Budnitz is unable to attend, Dr. Peterson may be able to
attend and represent the DCISC.

Fact-finding visits by a Committee member and a technical consultant were confirmed and
scheduled as follows:

[2013] November 20–21 RJB/DCL;

December 10–11, 2013 PFP./RFW;

[2014] January 15–16 PL/DCL;

March 25–26 RJB/RFW;

April 8–9 PL/DCL;

May 21–22 PFP/RFW;

June 24–25 RJB/DCL;



August 13–14 PFP/RFW;

September 17–18 PL/DCL;

November 18–19–20 (TBD) RJB/RFW;

December 9–10, 2014 PFP/DCL;

[2015] January 21–22, 2015 PL/RFW.

B. Documents Provided to the Committee:

Mr. Rathie directed the Committee's attention to the list of documents received from PG&E on a
monthly basis since its last public meeting in June 2013. A copy of the list was included with the
public agenda packet for this meeting.

A short break was taken.

VII Staff-Consultant Reports & Receive, Approve and Authorize Transmittal of Fact Finding
Reports to PG&E

The Chair requested Consultant Wardell to report on the June 26–27, 2013, fact-finding visit with Dr.
Budnitz to DCPP. Mr. Wardell reviewed the topics discussed with PG&E during the June 26–27 visit
including:

Large Motor Update – Mr. Wardell reported the DCISC reviewed this program which is
intended to assure that the large electric motors of 250 horsepower or greater, which
operate large pumps and are powered by the 4kV and 12kV Systems, are properly maintained
to ensure reliability. The system health was rated Yellow. Mr. Wardell reported the system
health status was affected by the fact there is a new system/program owner and long-range
planning has not been completed. He stated there are degradation issues related to aging
which require rewinding or replacement of some motors and DCPP expects to return the
system health to White status by the end of 2013 and to Green by the first quarter of 2014.
The DCISC fact-finding team found the Large Motor Program to be satisfactory.

System health is rated: Green, White, Yellow or Red representing: Green – satisfactory
with no major issues; White – satisfactory but with some issues; Yellow – not
satisfactory, has issues which need attention; and Red – unsatisfactory, improvement
needed.

Reactor Control System (RCS) Process Control System Update – the RCS Process Control
System operates to control reactor coolant parameters as well as the steam and condensate
feedwater systems. During the seventeenth refueling outage (1R17) for Unit-1 (U-1) the
system was upgraded from an analog system to a digital system and there were some design
quality issues involved in this upgrade during 1R17. The system upgrade for Unit-2 (U-2) during
2R17 went smoothly and the RCS Process Control System is operating better than expected.
Mr. Wardell reported that for purposes of cyber security the RCS Process Control System
does not communicate or have contact with computer systems outside DCPP and contact



with internal DCPP systems is protected by a port aggregator or data diode which only
permits signals to go from the RCS Process Control System to other internal plant systems but
does not permit the RCS to receive signals from those systems.

Process Control System Design Quality Update – Mr. Wardell stated the design quality issues
associated with the RCS Process Control System upgrades were due to underestimating the
size and scope of the project, and lessons learned include the assignment of a project team
and project manager to large-scope projects and to do a better job in acquiring vendor
designs earlier in the process. A root cause evaluation was performed and the corrective
actions identified will be reviewed for effectiveness following 1R18 and Mr. Wardell
recommended the DCISC again review DCPP’s progress with design quality at that time.

Containment Spray System – the Containment Spray System sprays water into containment
to lower temperature and pressure in the event of a sudden loss of coolant accident (LOCA)
or a main steam line break. The system utilizes two pumps, with one pump fully capable of
performing the system function, which take suction from the refueling water storage tank
and, if the tank inventory is depleted, from the containment sump in a recirculation mode.
The Containment Spray System health is rated Green and the DCISC team found the system
engineer to be knowledgeable and proactive concerning the system.

Refueling Equipment Reliability – Mr. Wardell reported reliability issues focused mostly on
cranes and moveable bridges due to aging components and exposure to humidity. An
apparent cause evaluation determined modifications would be adequate to permit the
equipment to function until the both Units’ 19th refueling cycles after which major
improvements will be needed.

Quality Assurance (QA) Audit Schedule – the DCISC team reviewed the procedure for QA
audits and found it satisfactory. Findings as a result of audits are entered into and tracked by
the DCPP Corrective Action Program (CAP) and discussed with plant management which then
has thirty days in which to respond to any corrective actions. QA identified troubleshooting by
the Maintenance and Engineering organizations, human performance, and design quality as
its top three concerns at present. The DCISC representatives found the QA department was
getting good response from plant management concerning areas audited.

Low Temperature Over Pressure Protection System (LTOP) Licensee Event Report (LER) – Mr.
Wardell reported reactor vessels may become embrittled by neutron dosage over time and
when the temperature of the vessel is lowered, pressure is maintained below a certain level
by the LTOP to prevent reactor vessel cracking. He reported the LTOP is working at DCPP but
is dependent upon having only one of three centrifugal charging pumps operating. If more
than one such pump is operating, the capability exists to over pressurize the system and the
LTOP would not function. He reported that technical specifications (TS) have been changed
to require the operation of only one pump at a time.

Probabilistic Risk Assessment (PRA) Update – Dr. Budnitz reported the PRA group now
consists of five full-time and three part-time staff and the PRA group is authorized to make
two new hires. Dr. Budnitz stated DCPP has been recognized by its peers within the industry
for its excellence in PRA. The PRA group completed upgrading the internal events PRA and,
after three years, the fire PRA. The PRA group is now working on upgrading the seismic PRA.



Dr. Budnitz reported PRA analyses are used daily or weekly for many purposes including
significance determinations and the NRC’s regulatory 10 CFR 50.59 process and he reported
the DCISC team’s review was generally positive.

Air Operated Valve Program – Mr. Wardell reported this program reviews and tests air-
operated and hydraulically operated valves, generally during refueling outages, to measure
the force and the time required to operate the valves. There are approximately 1,900 valves
within the program of which 96 are considered to be high priority and are tested each outage.
The program health is White and the program manager is new and Mr. Wardell stated the
Program’s status is expected to improve to Green in the next year.

2R17 Readiness for Restart Experience – Mr. Wardell stated this is a formal program instituted
at all nuclear plants when an outage is completed before the plant can enter various power
ascension levels. The DCISC team reviewed the readiness for restart program for 2R17 and
found it satisfactory with all approvals done appropriately.

Meeting with NRC Senior Resident Inspector – Mr. Wardell reported the DCISC team met with
the current NRC Senior Resident Inspector, Mr. Thomas Hipschman, who would be
addressing the Committee later during this public meeting.

Meeting with Site Vice President – Dr. Budnitz met with DCPP Site Vice President, Mr. Barry
Allen, to discuss the fact-finding visit.

2R17 Intake Concrete Work – Mr. Wardell reported the DCISC team met with DCPP civil
engineering staff to review concrete work accomplished at the Intake Structure to address
degradation from saltwater and salt vapor which eat into the concrete and can cause the
rebar to corrode. He reported repairs during 2R17 were relatively minor and found to be
successful.

Following Mr. Wardell’s report, on a motion made by Dr. Lam seconded by Dr. Peterson, the June
26–27, 2013, Fact Finding Report was approved and its transmittal to PG&E was authorized.

The Chair requested Consultant Wardell to report on the September 10–11, 2013, fact-finding visit
with Dr. Peterson to DCPP. Mr. Wardell reviewed the topics discussed with PG&E during the
September 10–11 visit including:

Operating Experience Program Update – Mr. Wardell reported the Institute of Nuclear Power
Operations (INPO) provides a significant amount of information on a daily basis concerning
the operating experience of other stations. The NRC and the plant’s equipment suppliers also
provide information on operating experience at other stations. These reports are screened by
one individual at DCPP and if they are determined to be applicable to the plant they are
distributed to subject matter experts who make determinations whether any action is
required. The program health is in Yellow status principally due to a new program manager.
Mr. Wardell reported the DCISC team found the program to be satisfactory.

U-2 Reactor Coolant Pump Seal Failure Root Cause Evaluation – the U-2 Reactor Coolant
Pump 2-2 seals triggered high alarms on seal discharge due to debris in the seal. Other seals
were inspected and the decision was made to change parts of the seals during the 2R17



outage. A root cause evaluation was done with Mr. Bedesem serving as the lead analyst. The
root cause evaluation determined that foreign material, construction or maintenance debris,
from the reactor coolant drain tank got into the seal packages through the seal injection
system which had not been fully flushed. DCPP has determined that it needs to do a better
job of foreign material exclusion (FME) and this resolution appeared satisfactory to the
DCISC team but Mr. Wardell recommended the DCISC follow up on this issue following 2R18.
Dr. Peterson mentioned there has been some delay but DCPP has integrated plans to replace
the seals with seals that have improved capability to limit leakage after the pump is shut
down and that such low-leakage seals would be very useful under station blackout (SBO)
conditions to maintain primary coolant inventory.

Online Maintenance Program – Mr. Wardell stated on occasion components are taken out of
service for maintenance during non refueling outage periods and this is associated with a
change in risk which is analyzed by the Safety Monitor System. DCPP performs only those
maintenance items online that must be done to maintain reliable operations and has placed
limits on the number of components which may be removed from service during operation.
The plant also utilizes a program termed Assessment of Maintenance Risk to review safety in
nuclear and non nuclear contexts and uses an integrated risk review team to oversee this
process. Mr. Wardell suggested the DCISC follow up in one year to determine how the
integrated risk review team is performing and managing overall risk of online maintenance.
Mr. Wardell, in response to a query from Dr. Budnitz, stated he would check and determine
whether a member of the PRA group was part of the integrated risk review team.

Once-through Cooling Update – Dr. Peterson reported a public meeting and teleconference
was held in Berkeley, California, on September 4, 2013, to review the report by the Bechtel
Corporation assessing alternative cooling technologies or modifications to DCPP’s once-
through cooling system. An update was provided during the fact-finding on DCPP’s activities
to analyze and assess the options identified by the Bechtel report. Mr. Wardell reported that
the identified options appear to be acceptable in terms of nuclear safety but there is
insufficient information concerning specific designs to reach a final conclusion about the
impacts on plant reliability or the potential to have more initiating events due to such major
design changes. Dr. Peterson observed there are also potential issues to be considered in
connection with the construction phase as well as impacts on the Auxiliary Saltwater System
(ASW).

Use of Social Media in the Emergency Response Organization – Mr. Wardell reported the next
practice emergency drill is scheduled for October 30, 2013, in preparation for an evaluated
emergency exercise scheduled in 2014, and he stated DCPP is expected to be doing more with
social media during drills and exercises.

Containment Hatch Closure Capability – the issue raised by the DCISC was whether or not a
seismic event during an outage would be expected to be a logical initiator for loss of the
capability to close the containment hatch. DCPP has committed to follow up on this question
and provide a response to the DCISC. Dr. Peterson observed the issue of whether or not a
seismic event would be a contributor to loss of capability to provide cooling to fuel or to
having fuel dropped during transport was also an area of interest to the DCISC.



Office Seismic Safety Update – Dr. Peterson reported PG&E has developed and is
implementing an impressive program to ensure personnel are safeguarded during seismic
events and would be available to provide response as required. A review of the proposed
routes which would be used by operators or fire protection personnel has been completed
and found to be acceptable. Dr. Peterson commented this issue is also related to the
implementation of the new FLEX programs concerning how realistic some of the assumptions
used in the context of the FLEC initiatives may be concerning operator actions.

Training Observation: Mechanical Power Transmission Class – Mr. Wardell reported the DCISC
observed this hands-on training class and found it to be well planned and organized.

Observe Plant Health Committee Meeting – the Plant Health Committee reviewed the
Residual Heat Removal System (RHR) and will be reviewing, in November 2013, the 230kV
offsite power system and the emergency diesel generators, which are both currently in
Yellow health status.

Plant Tour – Mr. Wardell reported the DCISC fact-finding team visited a number of areas in
the plant including the turbine generator deck, the control room, emergency diesel
generators, switchgear room, seismic instrumentation, and the location of some beyond
design basis portable equipment and found the plant to be orderly, clean, and in good
operating condition.

Pressurizer Weld Overlay Indication Update – Mr. Wardell deferred discussion of this item as
there will be a presentation by PG&E at this public meeting covering the topic.

Safety System Functional Failures Update – DCPP developed an action plan to address
ineffective actions to address the failure of a safety system which is required to be available
when shutting down a reactor and to maintain it safely in shutdown condition while removing
residual heat. Eight additional items were identified for the action plan and these were taken
to management and received approval. Mr. Wardell stated the action plan with the
additional items appeared effective but he suggested the DCISC follow up on performance
improvement and DCPP’s ability to address safety system functional failure each quarter
until satisfactory resolution is achieved.

DCPP FLEX Status – Mr. Wardell deferred discussion of this item, which involves assessment
of post Fukushima measures to be taken to address issues related to seismic and flooding
events, as there will be a presentation by PG&E at this public meeting covering the topic.

DCISC Member Meeting with DCPP Senior Management – Dr. Peterson met with the DCPP
Director of Station Support, Ms. Lynn Walter, to discuss the question of flexible operations,
that is, the need to reduce power generation operations periodically to meet changing
demand for electricity. Dr. Peterson stated there will be studies on this issue performed at
DCPP and the DCISC should follow this issue closely.

Following Mr. Wardell’s report, on a motion made by Dr. Budnitz seconded by Dr. Lam, the
September 10–11, 2013, Fact Finding Report was approved and its transmittal to PG&E was
authorized.



The Chair requested Consultant Linnen to report on the May 7–8, 2013, fact-finding visit to DCPP
with Dr. Lam. Mr. Linnen, having reviewed the topics discussed with PG&E during that visit during
the June 5, 2013 public meeting of the DCISC and without substantive changes to the report as
presented on that occasion, submitted the report for approval. On a motion made by Dr. Budnitz
seconded by Dr. Peterson the May 7–8, 2013, Fact Finding Report was approved and its transmittal
to PG&E was authorized.

The Chair requested Consultant Linnen to report on the August 13–14, 2013, fact-finding visit to
DCPP with Dr. Lam. Mr. Linnen reviewed the topics discussed with PG&E during that visit including:

DCPP Response to New Pressurized Thermal Shock (PTS) Rule – Mr. Linnen reported this
topic involves verifying the capability of a pressurized water reactor vessel, such as those at
DCPP, to withstand the effects of a cold water shock to the vessel while at high pressure and
temperature. These effects increase over the years of plant operation because neutron
radiation doses from the reactor cause reactor vessels to become increasingly brittle. The
method for verifying this capability involves removing metallic specimens from a reactor
vessel over time and testing those specimens to ensure they meet NRC requirements. In 2010
the NRC approved a new rule that provides increased realism of calculations used to examine
a pressurized water reactor vessel’s susceptibility to PTS. The NRC noted that the data
obtained indicate that the overall risk of PTS-induced reactor vessel failure after 60 years of
operation is actually lower than previously estimated. DCPP has sufficient metallic specimens
to cover a life extension of 20 years beyond its original license and has already removed
several specimens that have received the equivalent of 55 effective-full-power-years of
operation, which is approximately the equivalent of 60 years of plant life. In addition, DCPP
maintains that it will be able to satisfy the NRC’s requirements under either the old or the new
rules under 10 CFR 50.61.

Dr. Lam stated that some years before the NRC’s new 10 CFR 50.61 rule, one of the DCPP units was
deemed ineligible for license renewal. PG&E reported during the fact findings that both DCPP units
have now been deemed eligible for license renewal under both the new and old rules. Compliance
with the new rule is voluntary.

Status of the Regulatory Excellence Action Plan – Mr. Linnen stated this plan was developed
by DCPP to address four issues: weaknesses in communications with the NRC, weaknesses in
reportability determinations, an NRC substantive cross-cutting issue on problem evaluation,
and an adverse trend in safety system functional failures (SSFF). Mr. Linnen observed the first
two issues involve communications and obligations directly with NRC. However, the last two
issues are problems related to the physical performance of the station and these are two
issues that the DCISC has followed in a number of fact-finding visits. Mr. Linnen remarked Mr.
Wardell already discussed DCPP review of SSFFs and Mr. Linnen reported that between July 1,
2010 and August 31, 2011 DCPP experienced a combined total of 12 SSFFs and in response
developed and implemented an extensive and detailed action plan. At the time of the DCISC
fact-finding visit in July 2012, each unit had experienced only one SSFF in the prior 12 months.
However, as of June of 2013, during the prior 12 months, U-1 has experienced three and U-2



four SSFFs, and all but two of these pertained to the Control Room Ventilation System or the
emergency diesel generators, both of which have been of continuing focus for the station.
The DCISC fact-finding team concluded that a follow up review of SSFFs should be
conducted no later than mid year 2014.

With regard to the topic of problem evaluation, this was a substantive cross-cutting issue that was
identified by the NRC in 2010 and it also became an area of focus for the DCISC. DCPP has been
actively engaged in addressing this issue since that time and the topic was closed out by the NRC as
a substantive cross-cutting issue last year. The DCISC representatives found that during the first
four calendar quarters in which this issue was identified as a problem, there were 36 instances
involving problem evaluation and during the most recent four quarters there were a total of six. The
DCISC fact-finding team concluded that future reviews should be dictated by station performance
rather than being conducted on a periodic routine basis.

NRC Cross-Cutting Issue on Conservative Decision Making – Mr. Linnen stated in September
2012 the NRC identified a cross-cutting issue in the area of conservative decision making. The
NRC did not identify this as a substantive cross-cutting issue because the NRC did not have a
concern with the station’s scope of effort and progress in addressing the problem. In this
case four Non-Cited Violations (NCVs) served as the basis for this non substantive issue; and
three of the four NCVs involved ties to DCPP’s licensing or design bases which the station has
been working on for a number of years. The fourth NCV involved an operator being permitted
to fill a position with an on-shift emergency organization for three shifts while that operator
had not renewed the qualification to wear a respirator. DCPP’s response to this cross-cutting
issue involved the development of a report which included analysis of the four violations, and
14 others dating back five years, and a survey of station management and individual
contributors in Operations, Engineering, and Regulatory Services to assess organizational
behavior. Additional analysis was done to validate the report’s findings and the results of
interviews and surveys as part of this effort include examination of industry standards and
expectations as compared to DCPP standards and processes. The results were included in a
new administrative procedure for Conservative Decision Making which includes identification
of the kinds of situations or conditions that could necessitate use of conservative decision
making principles. The DCISC fact-finding team concluded that four NCVs have led to the
development of a non substantive cross-cutting issue which, in turn, has led to the station’s
development of an extensive, far-reaching program whose objective appears to be to ensure
that no mistakes will ever occur.

Dr. Peterson remarked the fact that an operator did not have a current qualification on use of
respirators while assigned to an on-shift emergency organization position would have been a
secondary factor if an actual accident occurred and thought is and should be given to managing
questions around safety versus non safety equipment as part of the FLEX initiative.

Unplanned De-energizing of U-2 4kV Vital Bus G During 2R17 – Mr. Linnen stated this event
occurred during the process of replacing a failed fuse. At the time of the event U-2 was shut
down and all fuel had been removed from the reactor vessel and transferred to the spent fuel



pool. The actual safety impact of the loss of power to this electrical bus was that electrical
power became unavailable for two standby pumps that serve as backups to the operating
spent fuel pool pump and the component cooling water pump for U-2. Because the two
standby pumps needed to continue to have electrical power available, it was determined that
the fuse replacement needed to be performed with Bus G energized. However, pulling the
fuse would send a signal that the Bus had deenergized, which would, in turn, cause the Bus to
be isolated and deenergized. To prevent this, a feature cutout switch was to be manipulated
so that pulling the fuse would not send such a signal and would therefore allow the Bus to
remain energized. Preparations for the activity spanned several days during the outage and
involved multiple Operations and Maintenance crews. However, when the fuse was pulled
the switch had not been placed in the cutout position and Bus G deenergized. In the
aftermath the station assembled a root cause evaluation team that prepared a report. The
two root causes identified focused on the need to improve the process for evaluating the risk
of emergent work on outage-protected equipment and the need for more proactive
Maintenance leadership in addressing shortfalls in human performance standards. There
were also two contributing causes identified that focused on the specific troubleshooting
procedure and on human performance standards. The DCISC fact-finding team noted that
while human performance standards for Maintenance personnel received considerable focus
in the root cause and contributing cause analyses, Operations staff was also frequently
involved in the process. Recognizing that the Operations organization plays a key leadership
role in the management of plant status, Mr. Linnen stated the fact-finding team is
recommending that DCPP’s Operations group reexamine the role that it played in planning,
preparation, and execution of this maintenance activity.

4kV Electric System Overview – Mr. Linnen reported the 4kV system for each unit provides
vital electrical power to Buses F, G, and H and non vital power to Buses D and E. The system
health for both units has been rated as Yellow for approximately three years although most
operational characteristics are rated Green. The reason for the Yellow rating for each unit
concerns the need for more robust undervoltage protective relays that will actuate more
reliably during specific undervoltage conditions. At present, for certain scenarios of degraded
voltage the motors for several safety-related pumps may trip on overcurrent when low
voltage is experienced and the motors are then prone to lockout and not restart
automatically upon transferring to the output of the diesel generator but would require
manual operator action to restart. Mr. Linnen reported improvements in the system to
address this problem will be accomplished through the installation of upgraded solid state
digital relays planned for 1R19 and 2R19.

230kV Electric System Overview – Mr. Linnen stated the 230kV system serves both units and
among other tasks serves as the primary source of electricity through the station’s startup
transformers to the vital buses upon a loss of the main turbine generator. The 230kV System
gets its power from the PG&E transmission grid. He reported the significant issue confronting
this system is the problems experienced with voltage fluctuations that if unaddressed could
cause vital plant equipment powered by the 230kV System to trip off line. DCPP is installing
voltage ampere resistance (VAR) compensators to assist in stabilizing voltage. In response to
Mr. Wardell’s question, Mr. Linnen stated the fact-finding team did not receive information as



to the date for installation of the VAR compensators. The DCISC team believes the voltage
stability issues with the 230kV System should be pursued further not only with the plant but
also with the appropriate group in the PG&E corporate organization.

Simulator Training on Anticipated Transients Without Scram (ATWS) – Mr. Linnen reported
training in the Simulator facility was not being performed during the August 2013 fact-finding
but the topic was discussed with the responsible training supervisor. An ATWS is considered
to be one of the worst case accidents because it encompasses the loss of the ability to quickly
shut down the reactor. The station provides both Simulator and classroom training on this
scenario. The fact-finding team was provided with copies of the ATWS emergency procedure,
the six-week training schedule, and some training materials and it was apparent to the DCISC
fact-finding team that DCPP is prepared for and engaged in Simulator training on ATWS.

Dr. Lam reported the Salem Nuclear Power Plant in New Jersey, while the plant was operating at
30% power, previously experienced two scram signals but the Reactor Protection System failed to
function as designed. Therefore, Dr. Lam observed, in addition to reviewing the experiences of
Fukushima there are other accident scenarios worthy of scrutiny by the DCISC. Dr. Lam stated the
fact-finding team was satisfied that DCPP provided a full briefing on operator Simulator training for
ATWS and the training appeared satisfactory.

Used Nuclear Fuel Update – Mr. Linnen stated that DCPP will provide an update on this topic
later in the public meeting. He stated that as this is a topic for which the Committee
submitted a recommendation in its 23rd Annual Report and also that he would defer to
DCPP’s presentation that they would be making later in this meeting. However, Mr. Linnen
remarked that the California Energy Commission has an expressed interest in DCPP’s reducing
the density of used fuel in the spent fuel pools, which would require an expedited schedule
for transfer of used fuel to the Independent Spent Fuel Storage Installation (ISFSI) than is
currently planned. The DCISC has also reviewed this issue in several prior fact-findings.
However, at this time there is no available estimate of the maximum pace at which DCPP’s
used fuel could be removed from the spent fuel pools and transferred to the ISFSI while
taking into account regulatory and practical limitations and the fact-finding team believes this
information would be very useful in examining issues of future spent fuel pool safety.
Therefore, the team recommends that PG&E conduct such a study to determine the
maximum number of used fuel assemblies that might be safely removed each year from the
spent fuel pools and transferred to the ISFSI while staying within regulatory and practical
limits.

Feedwater and Steam Generator Chemistry – Mr. Linnen reported this topic was last reviewed
on a fact-finding visit in January 2011. The fact-finding team in this August 2013 review again
found that considerable attention is being devoted to monitoring and controlling impurities
in the water supply to the steam generators. The DCISC representatives concluded the
station continues to set high performance goals and is maintaining effective control of
secondary water chemistry and is responding proactively to identify issues. Accordingly,
unless problems emerge the DCISC should conduct its next review of this topic no earlier
than mid-2015.



QV Audit of Chemistry Program Implementation – the formal audit conducted by the Quality
Verification (QV) Department of the station’s Chemistry Department included a review of the
Chemistry department’s operations, laboratory practices, data monitoring and evaluation,
instrumentation, sampling practices, and chemical control. The audit was conducted from
late March to mid-April of 2013. The Chemistry Department was favorably assessed with no
findings and only two deficiencies in the area of radiological chemistry. One area in which
significant improvement was noted was the use of the Corrective Action Program by
Chemistry personnel including those at the technician level.

Meeting with NRC Senior Resident Inspector – Mr. Linnen reported the DCISC representatives
met with NRC Senior Resident Inspector Mr. Thomas Hipschman to discuss Mr. Hipschman’s
presentation to the DCISC, which will take place later during this public meeting, and also to
receive a briefing on staffing changes that were scheduled to take place in NRC Region IV,
some aspects of the new fire protection rule, the station’s response to a trip of U-2 due to the
failure of a lightning arrester, and the issue of density of fuel assembly storage in the spent
fuel pools.

Meeting Between Dr. Lam and DCPP’s Station Director – Dr. Lam met with DCPP Station
Director Mr. Jim Welsch and discussed items related to the fact-finding and other topics of
mutual interest. Dr. Lam reported Mr. Welsch subsequently provided further information by
email concerning the estimated number of spent fuel assemblies that might be moved from
the DCPP spent fuel pools into dry cask storage.

Upon a motion by Dr. Budnitz seconded by Dr. Peterson, the August 13–14, 2013, Fact Finding
Report was approved and its transmittal to PG&E authorized.

The Chair asked Assistant Legal Counsel Rathie to report to the Committee on administrative,
regulatory and legal matters. Mr. Rathie reported the 23rd Annual Report will now be provided to
PG&E for its review and response and upon receipt of PG&E’s response the 23rd Annual Report will
be distributed to the Governor, the California Attorney General, the California Energy Commission
and the California Public Utilities Commission, other persons and entities on the Committee’s
distribution list and to the R.E. Kennedy Library at Cal Poly and to other local libraries. The DCISC
Annual Report will be available in two bound volumes, as a compact disk or on the Committee’s
website at www.dcisc.org.

Mr. Rathie reported that on July 2, 2013, he accompanied Dr. Lam to a meeting in Sacramento,
California, with the Chair of the California Energy Commission, Dr. Robert Weisenmiller, Senior
Nuclear Policy Advisor Ms. Joan Walter, and Dr. Weisenmiller’s Advisor Mr. Kevin Barker. He
reported the Committee conducted a public meeting and teleconference in Berkeley, California, on
September 4, 2013, to adopt its Evaluation of the alternative technologies and modifications to the
DCPP once-through cooling system proposed in the draft report by the Bechtel firm. He reported
that interested members of the public who were unable to attend in person may view a video
recording of that meeting in its entirety online. Mr. Rathie reported a copy of the cover letter to the
State Water Resources Control Board together with the DCISC Evaluation was provided to the New
Times newspaper at the request of their reporter and both documents are available on the



Committee’s website and were included in the public agenda packet for this meeting.

VIII Correspondence

The Chair directed the members and consultants to the copies of correspondence sent and
received at the office of the Committee's Legal Counsel since the last public meeting of the
Committee in June 2013 and which were included with the public agenda packet for this meeting.

IX Adjourn Afternoon Meeting

The Chair adjourned the afternoon meeting of the DCISC at 5:03 P.M.

X Reconvene For Evening Meeting

Dr. Peterson convened the evening meeting of the DCISC at 5:30 P.M. He again reminded the
other members and technical consultants, as well as those persons present in the audience that this
public meeting was being live-streamed and viewed on the internet in real time and to please
ensure the appropriate microphones were activated when making comments.

XI Committee Member Comments

Dr. Lam stated he appreciated and welcomed Dr. Peterson’s service as Chair of the DCISC and
stated Dr. Peterson brings a great deal of experience to the Committee as the holder of a
distinguished professorship at the University of California at Berkeley and from his recent service on
the Blue Ribbon Committee on America’s Nuclear Future established by the U.S. Secretary of
Energy Dr. Steven Chu at the direction of President Obama.

XII Public Comments and Communications

Dr. Peterson invited any member of the public watching on the internet to attend a session of
the Committee’s public meetings in person and to address comments to the Committee. He
reviewed the process followed by the Committee for receiving comments concerning matters not
on the agenda,

Mr. David Weisman was recognized. Mr. Weisman stated he represents the Alliance for Nuclear
Responsibility and he requested that the Committee consider making a recommendation to PG&E
that the second Ground Motion Characterization Workshop which is to be held in Berkeley,
California, be videotaped for subsequent broadcast and that a written transcript of the proceedings
should be made available. Mr. Weisman observed that while PG&E has agreed to post the
viewgraphs from the meeting on the internet, a significant amount of valuable dialog and exchange
takes place during the question and answer periods which would not be included in a viewgraph.
Mr. Weisman observed that guidelines established by the Senior Seismic Hazard Analysis
Committee (SSHAC) reference the need for complete and thorough documentation to ensure the
public has the opportunity to understand the process. Dr. Budnitz remarked that he once chaired
the SSHAC and expressed his support for an open process and he confirmed the next meeting to be
held in Berkeley with the support of PG&E, will be open to all interested persons unlike the first



Ground Motion Characterization Workshop held in Oakland, California, which was closed to
uninvited persons at the direction of Southern California Edison. While the Committee was
discussing the request, Mr. Weisman stated he received an email from the Alliance for Nuclear
Responsibility’s Director, Ms. Rochelle Becker, wherein Ms. Becker confirmed that the Berkeley,
California, Ground Motion Characterization Workshop would be videotaped and available for
viewing on the web. Dr. Peterson remarked that transparency is the better approach and in
everyone’s best interest.

XIII Information Items Before the Committee

The Chair introduced Mr. Cary Harbor, Director of Compliance and Risk at DCPP and who will
introduce the PG&E presenters this evening and assist and respond to Committee inquiries. Mr.
Harbor introduced the PG&E presenters for this evening’s public meeting including Mr. Jan Nimick,
Director of Operations Services, and Mr. Tom Baldwin, Manager of Regulatory Services.

Mr. Harbor requested Mr. Nimick to make the first informational presentation requested by the
Committee for this public meeting. He reported Mr. Nimick is Director of Operations Services at
DCPP and has more than 20 years of nuclear experience. Mr. Nimick has held leadership positions in
Operations and Maintenance as well as responsibility for chemistry at DCPP and Mr. Nimick holds a
Bachelor of Science degree in Mechanical Engineering.

Update on Plant Events, Operational Status and Performance Indicators.

Mr. Nimick stated he would be providing an update and highlights of operational activities and
upcoming key station activities. Mr. Nimick reported both U-1 and U-2 are currently operating at
100% power. U-1 operated safely throughout the period, shutting down once in June to repair a
small boric acid leak in a socket weld inside Containment. The weld was an original weld from the
1970s and was fully repaired. U-2 operated safely throughout the period, shutting down once in
July when a 500kV lightning arrester flashed to ground. A root cause evaluation of this event is
currently being performed and the results will be made available to the DCISC when complete. Unit
curtailments due to the intrusion of salp, a pelagic jellyfish-like creature, were avoided by use of a
“bubble curtain” to mitigate the salp influx on the plant’s Intake Structures. Mr. Nimick stated that
an increase in jellyfish and similar marine organisms is taking place in oceans around the world; and
electric power plants in Sweden, Israel, Ireland and Japan have been shut down by jellyfish. The
temporary bubble curtain employed at DCPP, following the receipt of permits from the State Lands
Commission, the Coastal Commission and the U.S. Army Corps of Engineers, uses air bubbles to
successfully push salp to the surface where they can be diverted from the Intake Structure and
avoid a unit shutdown. Mr. Nimick stated with the onset of the Winter storm season the bubble
curtain has been removed from the intake cove but it could be returned to service if conditions
warrant in approximately 48 hours. He stated DCPP biologists perform daily surveys to assess sea
life in the vicinity of the plant and that calm sea conditions, light swells and offshore winds appear
to be conditions favorable for bringing salp to the vicinity of the plant. DCPP is also consulting with
the Monterey Bay Aquarium and assessing ocean conditions at Moss Landing, California, to develop
a predictive tool to evaluate the need to deploy the bubble curtain. He confirmed Dr. Budnitz’



observation that use of the bubble curtain is a cost-saving measure as its cost is far below the cost
to PG&E to take the electrical generation capacity of one or both units offline, and unit safety is
enhanced by avoiding the need to ramp down a unit.

Mr. Nimick reported DCPP used the shutdown of U-1 in June to relocate the capacitive coupled
voltage transformers (CCVTs) to the switchyard located up the hill behind the plant. The CCVTs are
used to meter power output for the California Independent System Operator (ISO) and by
relocating the CCVTs they will be less susceptible to salt contamination on the insulators and
therefore have less surface conductivity and be much less susceptible to a flashover condition such
as occurred in October 2012 which resulted in a trip of U-2.

Mr. Nimick reported Used Fuel Campaign #4 was completed recently with the movement of six dry
storage canisters with 192 used fuel assemblies to the ISFSI. The fuel loading campaign was without
incident and with a lower radiation dose than in past used fuel loading campaigns. He confirmed, in
response to Dr. Lam’s inquiry, that dose is assessed for both PG&E and contractor personnel.

Mr. Nimick stated that since the last meeting of the DCISC in June, the NRC completed its Licensed
Operator Requalification Inspection which reviews the annual examination by PG&E of all DCPP
licensed reactor operators assessing their knowledge and ability to operate the plant safely. These
examinations include dynamic evolutions performed in the Simulator Facility and in the plant and
written examinations testing general knowledge. The Full-Scope Hostile Action-Based Event
(HABE) Emergency Response Organization (ERO) drill was also completed since the last public
meeting of the DCISC in June 2013. Dr. Budnitz observed the DCISC’s jurisdiction does not extend to
security with the exception of how security and safety may interact. The NRC’s Component Design
Basis Inspection (CDBI) which compares the actual plant condition to the design bases and reviews
the assumptions used in related calculations, was also completed since the last meeting of the
DCISC. DCPP also issued its Economic Impact Report which found the plant’s financial impact was
approximately $2 billion to the positive nationwide and $920 million locally to San Luis Obispo
County. In addition, Mr. Nimick reported PG&E pays approximately $25 million in property taxes for
DCPP. Mr. Nimick reported that the Institute for Nuclear Power Operations (INPO) completed both
its Crew Performance Evaluation (CPE) and Biennial Evaluation and Assessment Site Visit during the
period since June 2013.

Mr. Nimick stated that upcoming station activities include:

INPO Operations Training Accreditation Team Visit 10/14 – 18/2013

INPO Corporate Evaluation 10/21 – 25/2013

NRC Triennial Force-on-Force Inspection 12/2013

In response to Dr. Lam’s request, Mr. Nimick stated the results of the NRC Licensed Operator
Requalification Inspection were publicly available and, while DCPP met the NRC’s criteria, there was
one violation as a result of the inspection when a public address announcement related to a
Simulator scenario was overhead by an operator who was not taking part in the exam. This was



self-identified by PG&E and entered into the DCPP Corrective Action Program and the Simulator
scenario which was inadvertently overheard was not used in any other examination context.

Mr. Harbor requested the Manager of Regulatory Services at DCPP, Mr. Tom Baldwin, to make the
next presentation to the DCISC. Mr. Harbor stated Mr. Baldwin has more than 28 years experience
in the nuclear industry as a Professional Engineer in leadership positions in Operations, Engineering
and Regulatory Services and holds a senior reactor operator’s license.

Licensee Event Reports, Review of NRC Notices of Violations, and NRC Performance Indicators.

In response to Mr. Harbor’s request, Mr. Baldwin confirmed that, as a licensee-identified violation,
the violation associated with the inadvertent disclosure of the examination scenario during the
Licensed Operator Requalification Inspection is not characterized as a non-cited violation (NCV) and
PG&E as the licensee is given some accommodation for the fact it promptly identified the violation
and entered it into the plant’s Corrective Action Program which Mr. Baldwin observed
demonstrates PG&E’s commitment to safe and compliant operation of DCPP.

Mr. Baldwin stated his presentation would cover the status of the NRC Performance Indicators
since the last meeting of the DCISC in June, through September 2013, and the four violations issued
by the NRC over that period all of which were determined to be of low safety significance. Mr.
Baldwin reported DCPP’s performance remains acceptable to the NRC and meets NRC Green
performance standards and the plant is in the Licensee Response column for the NRC’s Reactor
Oversight Program. He stated the information in his presentation would cover more than four
months of NRC inspections involving more than 2,500 hours of inspector time by seven NRC
inspectors over the course of five weeks. In response to Dr. Lam’s inquiry Mr. Baldwin confirmed
that Regulatory Services is provided with an invoice from the NRC for the inspectors’ oversight
activity and that payment for those inspection activities is made directly to the federal Treasury and
not to the NRC.

Mr. Baldwin reviewed a chart of the NRC Performance Indicators reported by all nuclear stations
each quarter. Mr. Baldwin stated that DCPP sets more rigorous thresholds for the Performance
Indicators than the thresholds set by the NRC and monitors the indicators on a continuous basis in
order to identify and enter areas of declining performance into the Corrective Action Program
before they impact the station’s performance on the NRC indicators. The NRC Performance
Indicators, which are also available to members of the public on the NRC’s website, include:

Unplanned Scrams per 7,000 Critical Hours

Unplanned Power Changes per 7,000 Critical Hours

Unplanned Scrams with Complications

Safety System Functional Failures (SSFF)

Mitigating Systems Performance Index, Emergency AC Power System

Mitigating Systems Performance Index, High Pressure Injection System



Mitigating Systems Performance Index, Heat Removal System

Mitigating Systems Performance Index, Residual Heat Removal System

Mitigating Systems Performance Index, Cooling Water Systems

Reactor Coolant System Activity

Reactor Coolant System Leakage

Drill/Exercise Performance

ERO Drill Participation

Alert & Notification System

Occupational Exposure Control Effectiveness

Radiation Effluent Technical Specifications/Offsite Dose Calculation Manual (RETS/OCDM)
Radiological Effluent

In response to a question from Consultant Wardell concerning the indicator for SSFF, Mr. Baldwin
stated U-1 was currently at 50% of the threshold which would turn the indicator from Green to
White, while U-2 was at 65% of that threshold. Mr. Baldwin stated DCPP has taken extensive
corrective actions to focus on risk awareness, risk mitigation, and to assure that multiple barriers
and defenses are in place to prevent experiencing further issues involving loss of system safety
functions.

Mr. Baldwin reported during the period June-September 2013 there were six Licensee Event
Reports (LERs) submitted to the NRC by PG&E as follows:

LER 1-2013-002, issued June 17, 2013 re: ISFSI Casks Vent Path Isolation – This LER involved
identification of a period of time during which spent fuel storage casks were in an unanalyzed
configuration in which fuel, water, and air were sealed within the casks for a short period of
time without a relief valve and therefore with the potential for an increase in pressure.
Procedures were revised to prevent and eliminate that configuration. In response to Dr. Lam’s
question Mr. Baldwin replied that water entered the casks when they were within the spent
fuel pools during loading activities conducted within the pools. In response to Consultant
Wardell’s inquiry Mr. Baldwin stated this configuration was recognized by the NRC during its
inspection of the ISFSI and was the subject of a bulletin from the cask vendor which was not
properly processed or formally addressed and documented by DCPP through its Operating
Experience Program. Mr. Baldwin confirmed that as a result there has been site-wide
communication concerning expectations with respect to vendor information.

LER 1-2013-003, issued August 22, 2013 re: U-1 and U-2 – Actuation of six emergency diesel
generators (EDGs) due to loss of 230kV offsite power.

LER 1-2013-004, issued August 22, 2013 re: all three U-1 EDGs momentarily inoperable due to
the 230kV shutdown reported in LER 1-2013-003 – When it was found by operators that the six
EDGs, all of which had preemptively and automatically started as designed, should be shut
down, secured and restored to standby/automatic start operation in accordance with



operating procedures as the plant was in safe condition. The three EDGs serving U-1 were all
secured in sequence and then all returned to standby/automatic start status but during the
brief time that all three were not in standby status they were unavailable to start
automatically. The correct sequence, which was followed for U-2, would have been to secure
each EDG in turn and return that EDG to standby/automatic start status so that the two other
EDGs remained either operating or available to auto start at all times. Mr. Baldwin reported
this was an issue involving both operator performance and deficient procedure. The operator
for U-2 analyzed the situation correctly but clear procedures should have been in place for
both units. Mr. Harbor observed this was a case where defense-in-depth needed to be
improved as plant procedures constitute an important barrier to error and represent tools
available to assist individuals to perform correctly and not have to rely solely upon their
knowledge.

LER 1-2013-005, issued August 22, 2013 re: both trains of Residual Heat Removal System
inoperable due to circumferential flaw on a socket weld.

LER 2-2013-004, issued July 30, 2013 re: Technical Specification 3.8.1 not met due to failed wire
lug on EDG 2-3 – This was due to a failed wire on a protection relay which vibrated to the point
where it separated due to metal fatigue which caused the EDG to shutdown 22 hours into a
surveillance test during a 24-hour load run on that EDG. Mr. Baldwin observed the
configuration of EDG 2-3 is different from the other five EDGs, as EDG 2-3 was added in the
1990s, after the other EDGs were already installed at the plant and none of the other five
EDGs had the vulnerability identified in EDG 2-3. A dust cover which was pushing on the wire
was permanently removed and the terminations on the relay were replaced. Modifications
were made to maintenance procedures to inspect for these types of conditions when
performing routine maintenance.

LER 2-2013-005, issued September 5, 2013 re: reactor trip due to lightning arrester flashover.

Mr. Baldwin reported during the period June-September 2013 the NRC identified four items,
characterized as Non-Cited Violations (NCVs). He reviewed and discussed these with the
Committee, including:

NCV (Green) – Failure to Effectively Implement the Fire Protection Program (Cross-cutting (C-
C) Aspect H.4(c) Oversight).

NCV (Green) – Failure to evaluate the effects on the EDGs’ load capability for maximum
combustion air temperature conditions (C-C Aspect P.1(c) Evaluation). This violation was
identified during the Component Design and Licensing Basis Inspection conducted by the NRC
and involved failure to evaluate the effects of ambient air temperature on the EDGs’ capability
to produce power. Air temperature of more than 90ºF in the area of the EDGs results in a
possible decrease in power of approximately one-half percent which may increase with the
temperature. Mr. Baldwin reported DCPP had not accounted for this temperature effect and
subsequently demonstrated to the NRC that the EDGs are capable of performing their
function and supplying the necessary power even under worst case ambient temperatures. In
response to Consultant Linnen’s observation Mr. Baldwin confirmed the DCPP Licensing Basis
Verification Project has aided in identifying and correcting similar deficiencies.



NCV (Green) – Failure to evaluate the Auxiliary Feedwater System pump motor capability for
the effects of pump maximum brake horsepower conditions. This was also identified during
the Component Design and Licensing Basis Inspection conducted by the NRC and involved a
situation where EDGs running in excess of 60 hertz would cause the auxiliary feedwater
electric motors and the pumps they power to turn faster resulting in the motors experiencing
greater horsepower than they are rated for. DCPP was found by the NRC not to have
analyzed that condition in order to demonstrate that the motors were capable of performing
safely under the most limiting circumstances. Upon performing the analysis, Mr. Baldwin
reported all electric motors powering auxiliary feedwater pumps were found to be capable of
handling maximum loads under the most limiting circumstances. Mr. Baldwin stated this
analysis was applied to other motors and certain other vulnerabilities were addressed as a
result.

NCV (Green) – Inadequate procedures for establishing temporary ventilation (C-C Aspect
H.2(d) Facilities). This violation concerned procedures which instruct operators to use large
portable fans in certain locations in the plant to cool equipment rooms in the event normal
ventilation is unavailable due to fire or other circumstance. The amperage rating of the fans
was found to exceed the capacity of the 20 ampere breakers and this situation would be
expected to cause the breakers to gradually heat up and trip within approximately one hour
due to the current draw. A breaker trip would have caused an alarm to actuate in the control
room and the operators would reestablish cooling. Procedures were changed to restructure
the activation of the fans in such a way so as not to overload the breakers. Mr. Baldwin
reported there were two other locations with similar vulnerabilities identified and corrected.

Mr. Baldwin summarized the inspection reports issued by the NRC during the June – September
2013 period:

Integrated Inspection Report (2013-003, 8/12/2013)

Component Design Basis Inspection Report (2013-007, 8/22/2013)

Mid-cycle Assessment Letter (IR 2013-006, 9/3/2013)

Summarizing his presentation, Mr. Baldwin reported the results of the Component Design Basis
Inspection which identified four violations represented a very good result for DCPP as it is typical
for stations to have 10-12 violations identified by this inspection activity. All four violations were of
very low safety significance and all performance indicators are in Green status. Cross-cutting
performance is good, with no cross-cutting aspects of concern and no more than two violations in
any single cross-cutting aspect in the past year. Mr. Harbor stated that PG&E is very appreciative of
the challenging and in-depth review performed by the NRC during its inspections.

Dr. Peterson thanked Mr. Baldwin for his presentation.

Ms. Linda Seeley, a member of the audience, was recognized. Ms. Seeley stated she was a member
of Mothers for Peace and drew the attention of the Committee to two articles which she previously
distributed to the Committee members, consultants and counsel. Ms. Seeley thanked Mr. Baldwin



for his presentation but she stated that the seismic design basis for DCPP has been called into
question by the non concurrence of the former DCPP Senior Resident Inspector, Dr. Michael Peck,
who has now been reassigned by the NRC to another plant. Ms. Seeley stated that Dr. Peck
questioned the capacity of the various seismic faults in the area to produce ground motion in
excess of the double design earthquake seismic design basis for the plant. She stated that as PG&E
has withdrawn its application for a license extension for DCPP and the NRC is reevaluating its Waste
Confidence Rule, certain evaluations appear to be on hold. But she wanted to dispel the impression
persons unfamiliar with DCPP might have from Mr. Baldwin’s presentation that everything is fine, as
she stated DCPP is fundamentally flawed in that it is not properly designed and essential safety
backup systems are not able to withstand the possible ground motion produced by an earthquake
on the San Luis Bay, Los Osos, or other faults in the area. Ms. Seeley stated this was a fundamental
safety issue for DCPP and she encouraged all the DCISC members to review the information in the
report of the Independent Peer Review Panel established by the California Public Utilities
Commission which she distributed to the members and consultants. Ms. Seeley alleged that PG&E
has misreported results of the seismic evaluation of ground motion, as confirmed by the report of
the Independent Peer Review Panel and by Dr. Peck. She stated her opinion that the plant should
immediately be shut down, however, the only organization with the power to do so, the NRC, is
colluding with PG&E because the NRC changed Dr. Peck’s initial report. Ms. Seeley stated the
Independent Peer Review Panel’s report confirms Dr. Peck’s science. She stated that while DCPP
might be a very good employer and provide financial benefits to the community, all that would be
worthless if there was a release of radioactivity from DCPP and this matter cannot be a matter of
money as money and safety are two entirely different issues. She closed her comments by thanking
the DCISC for coming to the local area.

Dr. Budnitz stated that in his opinion Dr. Peck’s reassignment was in no way related to his non
concurring opinion but rather was due to the expiration of his term as DCPP senior resident
inspector. He stated that a large number of NRC staff members reviewed Dr. Peck’s non
concurrence and did not agree with his conclusions. Dr. Budnitz stated the Independent Peer
Review Panel’s report did not confirm Dr. Peck’s findings. Dr. Budnitz stated that in her statement
Ms. Seeley demonstrated a technical misunderstanding of the report of the Independent Peer
Review Panel which Dr. Budnitz stated addresses different issues than those in Dr. Peck’s non
concurrence. Dr. Budnitz confirmed that he finds the various seismic design bases advanced for
DCPP to be extremely confusing but he stated that represents a regulatory issue which must be
resolved by the NRC. Dr. Budnitz stated his review of DCPP’s structures, systems and components
has led him to conclude that the plant’s significant equipment, systems, and structures are safe and
sufficiently strong to withstand, with a margin of safety, any earthquake predicated on any of the
design bases including those evaluated with a spectrum anchored at 0.75 g-force. Dr. Budnitz
stated, in response to Ms. Seeley’s inquiry, that the Independent Peer Review Panel addressed the
legality of the correct seismic design basis for DCPP and Dr. Budnitz agreed that he could not
identify the correct basis and that to do so is an extremely complicated task. He stated PG&E has
undertaken and continues to maintain a Long Term Seismic Program which provides a measure of
comfort concerning the various changing design bases which were advanced for the plant during
the 1970s and 1980s. Dr. Budnitz stated that it was his opinion that if Ms. Seeley is worried about the
seismic design basis of the plant that this is unwarranted based on his examination and



understanding of the matter.

Dr. Lam stated he appreciated Ms. Seeley’s comments and the important and controversial issued
raised by Ms. Seeley. Dr. Lam stated, with deference to Dr. Budnitz, that seismic science is of
insufficient maturity at this point to answer certain fundamental questions. Dr. Lam stated that his
review of DCPP has led him to conclude that the plant’s facilities have sufficient margin to satisfy
the federal design criteria developed in the past. He stated the adequacy of those criteria is a
question for the nation’s political leaders and the Committee has no remit or jurisdiction to review
existing federal regulations.

Ms. Sherry Lewis, a member of the audience, was recognized. Ms. Lewis identified herself as a
member of Mothers for Peace and stated that she did not believe that Dr. Peck was transferred
from DCPP to another facility simply as a matter of routine reassignment. She stated that while the
NRC staff may have disagreed with Dr. Peck’s report that does not mean the NRC staff is made up
of all independent thinkers and Dr. Peck might still be correct. Ms. Lewis stated that at Fukushima
there were several local faults which were not assumed or believed to be capable of a simultaneous
event. However, that proved to be an incorrect assumption and the idea that seismic faults can
trigger one another cannot be ruled out and should that occur the results could be much different
from the predictions.

Dr. Peterson introduced Mr. Thomas R. Hipschman the NRC Senior Resident Inspector for DCPP and
he welcomed Mr. Hipschman to this public meeting.

Remarks by Mr. Thomas R. Hipschman, NRC Senior Resident Inspector, Concerning the NRC
Resident Inspection Program at DCPP.

Mr. Hipschman thanked the DCISC for extending the invitation to make a presentation to the
Committee Members and he stated that during his presentation he would be providing an overview
of the NRC’s Resident Inspector Program and the inspection process and would discuss DCPP’s
current performance. Mr. Hipschman reported during the current period of a temporary shutdown
of the federal government, the NRC has sufficient funds to continue some operations. He reported
that the 150 resident inspectors at the nation’s nuclear power plants would stay on the job as would
approximately 300 NRC staff who perform mission-critical functions.

Mr. Hipschman provided an overview of the NRC’s organization. The Nuclear Regulatory
Commission consists of five NRC Commissioners, including the NRC Chair, each serving a five-year
Presidential-appointed term which is subject to Senate confirmation, and no more than three
commissioners may be from the same political party. The NRC is not a part of the federal Executive
branch of government but reports directly to Congress. Mr. Hipschman reported that at the end of
October 2013 a new Regional Administrator will be assigned to NRC Region IV which includes DCPP.
The NRC budget for 2013 was $985.6 million of which approximately 90% is recovered from NRC
licensees. The NRC is organized into four regions and oversees 104 operating reactors, research and
test reactors, nuclear processing facilities and the use of nuclear materials. The Atomic Energy Act
of 1954 gave the NRC authority to inspect nuclear power plants to protect public health and safety.



The Energy Reorganization Act of 1975 established the NRC as an independent regulatory agency.
The Resident Inspector Program began in 1977 and there are at least two full-time inspectors
assigned to each nuclear power plant.

Mr. Hipschman stated the resident inspectors generally live in the vicinity of the nuclear power
plant to which they are assigned and spend a portion of their weekends and evenings inspecting
and observing activities at the plants. The resident inspectors provide a first-hand, independent
assessment of plant conditions, licensee activities, and plant performance. Inspection findings are
provided to the licensee’s management and follow up inspections are undertaken to ensure
corrective actions are taken. Regulations grant to the inspectors unfettered access to the plant to
see any activity, visit any area, or inspect any document or database. In response to Dr. Budnitz’
inquiry Mr. Hipschman stated that other than for legitimate personnel safety reasons he has not
experienced problems with access at any of the plants to which he has been assigned.

Mr. Hipschman reviewed with the Committee the qualifications required to serve as a resident
inspector including the requirement to hold a Bachelor’s Degree with a technical background, along
with completion of a two-year formal qualification program with numerous technical and
inspection training courses, and on-the-job training under the supervision of a qualified inspector,
and the successful completion of an examination before a formal review board. Each inspector
spends approximately two to four weeks per year in refresher training courses and quarterly and
annual objectivity reviews are conducted. Resident inspectors are limited to no more than seven
years at a single plant. Mr. Hipschman reported that at DCPP he currently serves as the Senior
Resident Inspector while Mr. John Reynoso will be joining him in November to serve as a Resident
Inspector. Presently, Mr. Brian Parks is serving as Acting Resident Inspector for DCPP until Mr.
Reynoso arrives. In response to Dr. Budnitz’ inquiry Mr. Hipschman reported his previous
assignment was at NRC Headquarters as Senior Policy Advisor and Technical Assistant to the Chair
of the NRC. Dr. Lam commented that in that position Mr. Hipschman had a great deal of exposure
to policy and technical issues at the NRC at the highest level.

Mr. Hipschman reviewed his professional background which includes a Bachelor of Science degree
from the U.S. Naval Academy, a Master of Science degree in Engineering from the University of
Pennsylvania, service in the Office of the NRC Chairman as Senior Policy and Technical Advisor,
stints as Senior Resident Inspector or Resident Inspector at Diablo Canyon, Indian Point, Oyster
Creek and Calvert Cliffs nuclear power plants. Mr. Hipschman stated he has also served as a
Regional Inspector, Region I, and as a Department of Energy /National Nuclear Security
Administration Shift Manager at its Hanford, Facility, as a facility representative at Oak Ridge, and in
the U.S. Navy as a nuclear submarine officer on two submarines for ten years and reported he also
has three years industry experience. Mr. Hipschman reviewed Mr. Reynoso’s background which
includes Bachelor of Science in Engineering and Master of Business Administration degrees from
the University of Arizona and service as the Acting Senior Resident Inspector at the Palo Verde
Nuclear Generating Station and as Resident Inspector at the San Onofre Nuclear Generating Station
(SONGS). Mr. Reynoso has 20 years nuclear industry experience as a licensed senior reactor
operator, is a licensed Professional Engineer and system engineer. Mr. Reynoso served in the U.S.
Navy as a submarine officer for six years.



Mr. Hipschman reported that on average, resident inspectors have approximately three years on
site experience and six years of experience within the NRC. He provided the following, current as of
2012, concerning NRC resident inspector average experience in years:

Resident Senior Resident

Current Site Time 3.0 3.4

Total Site Time 3.2 9.3

NRC Experience 6.1 11.2 

Non-NRC Experience 4.0 9.4

In response to Dr. Peterson’s inquiry Mr. Hipschman reported as of ten years ago resident inspector
experience was declining as the NRC was expanding, however, staffing has now stabilized and
resident inspector experience has also stabilized and is beginning to increase.

Mr. Hipschman stated the role of the resident inspectors is to provide operational awareness and
detailed facility knowledge and conduct in-depth inspections. Resident inspectors are the “eyes
and ears” of the NRC. For emergency response the resident inspectors are the NRC’s first
responders charged with providing a prompt and independent assessment of any emergency
situation. Mr. Hipschman stated that in his role as senior resident inspector he visits the DCPP
control rooms and talks with plant staff and the operators and consults with staff at NRC Region IV.
Each day the inspectors decide what activities and tasks they will undertake in the plant and talk
with plant management about their concerns. If there are issues of heightened risk significance or
regulatory interest the NRC may send a special inspection team to a plant.

Mr. Hipschman stated the activities of the resident inspectors support the safety of the plant and
the public by ensuring adequate protection of public health, safety and the environment and the
security mission of the NRC to ensure adequate protection in the secure use and management of
radioactive materials. A baseline inspection program is performed at each site based upon a cross
section of the licensee’s activities. Operations, Maintenance, Engineering, Emergency Response,
Radiation Protection and Security organizations are reviewed and assessed. Mr. Hipschman
reported the NRC places a great deal of emphasis on the ability of a plant to enter issues into its
corrective action program. Additional inspections may be performed for plants with greater than
Green issues, in response to operational events, or for substantive adverse trends. There are also
heightened facility-specific inspection activities such as occurred recently at SONGS with respect to
issues concerning its steam generators.

At DCPP over the period July 1, 2012 through June 30, 2013 the resident inspectors completed
approximately 2,235 hours of inspection activities and resident inspectors were on site daily.

Regional team inspections during that period included:

Problem Identification and Resolution Team Inspection



Component Design Basis Inspection

Initial Operator Examination

Fire Protection Inspection

Security and Emergency Preparedness Inspection

Mr. Hipschman reported approximately one-half of the total inspection hours for a typical nuclear
power plant are undertaken by the resident inspectors with the remainder, approximately 2,000 to
3,000 hours, coming from the NRC’s regional inspection teams. He reported each LER is also
independently reviewed and documented in the inspector’s reports which document the
inspector’s activities.

Mr. Hipschman reported that NRC inspection reports are publicly available. Inspection findings are
evaluated for safety, regulatory, and risk significance as well as enforcement. There are also minor
findings which are not assigned a color but provide an insight into a licensee’s performance as
corrective actions are also taken based upon minor findings. Findings and performance indicators
are used for the NRC’s periodic performance assessments which are completed twice each year to
identify trends and focus future inspection efforts and resources. When a safety problem or failure
to comply with requirements is discovered the NRC requires prompt correction action by the
licensee. Assessment letters describing a plant’s performance are publicly available on the NRC’s
website. Annual public meetings are held in the vicinity of each plant to discuss the licensee’s
performance.

Mr. Hipschman reported that for the period July 1, 2012 through June 30, 2013 all findings and
performance indicators for DCPP were Green and DCPP operated in a manner that preserved public
health and safety. Mr. Hipschman stated that a cross-cutting theme in management decision
making was resolved during the mid-cycle assessment. He provided an example of the NRC
Performance Indicators, similar to that used by Mr. Baldwin during his earlier presentation, and
reported they are available on the NRC’s website and show how each performance indicator is
trending. In response to Dr. Lam’s question Mr. Hipschman stated the NRC does not provide further
descriptive assessments other than he described and the number of findings is not aggregated
other than by their placement in categories and characterization by color. He remarked that it is the
role of INPO to provide a determination of whether a plant is achieving excellence in its operations.
He also provided a copy of the Inspection Finding Matrix for U-2 which over the past twelve months
includes 12 Green findings, all of which were documented in inspection reports. He stated the
findings do not represent any negative performance trends at DCPP. Additionally, there were 10
licensee-identified findings which were also documented in the inspection reports. Mr. Hipschman
reported DCPP has shown improvement in identification and correction of issues and this has been
reflected in a corresponding reduction in the number of NRC violations. Mr. Hipschman stated that
the NRC encourages its licensees to self-identify issues and place them into the plant’s corrective
action program.

Mr. Hipschman reported inspection activities at DCPP also included review of the October 2012 trip
of U-2 due to a design error when an insulator was replaced in the offsite electrical system and a



July trip during a maintenance activity to clear an unrelated offsite electrical system. The resident
inspectors also monitored the shutdown and DCPP’s corrective actions in June 2013 in response to
a cracked weld on a relief line on the Emergency Core Cooling System.

Mr. Hipschman reported the NRC places a high priority on keeping the public and stakeholders
informed of its activities and at the http://www.nrc.govwww.nrc.gov website specific oversight
information, public meeting dates, and transcripts are provided and there is an opportunity to read
NRC testimony, speeches, press releases, and policy decisions; and access the agency’s Electronic
Reading Room to find NRC publications and documents.

Mr. Hipschman thanked the DCISC for the opportunity to address the Committee and present
information on the NRC’s Resident Inspection Program.

In response to Dr. Budnitz’ inquiry concerning avenues open to the resident inspectors to receive
technical assistance in areas with which the inspectors may be unfamiliar, Mr. Hipschman stated he
was well satisfied with the response and resources available to him from the NRC Region IV office
and from NRC headquarters. In response to Dr. Lam’s inquiry concerning leveraging the unfettered
access available to the resident inspectors Mr. Hipschman stated that if an inspector has a question
the inspector can speak directly with the individuals involved or with Operations personnel, review
plant records and archives, and spend time in the control room discussing issues with operators.
Mr. Hipschman stated that as the operators become acquainted with the inspectors, the operators
may bring issues or questions to the inspectors and the NRC also provides an allegation process
through which concerns may be brought directly to the NRC.

Mr. David Weisman was recognized. Mr. Weisman stated he represents the Alliance for Nuclear
Responsibility and he thanked Mr. Hipschman for his presentation. Mr. Weisman questioned how
the public can begin to gain any confidence in the NRC’s Resident Inspection Program after having
witnessed, over the past two years, the system by which the previous Senior Resident Inspector’s,
Dr. Michael Peck, concerns about a violation of the license and the seismic design basis for DCPP
was basically obfuscated to the point to being literally snuffed out by management. Mr. Weisman
stated the Alliance for Nuclear Responsibility has reviewed what he termed less than collegial
emails between PG&E and the NRC in reference to Dr. Peck and Dr. Peck’s findings. Mr. Weisman
observed this process has created a de facto license amendment for DCPP as NRC staff made the
decisions to wait until 2015 for the results of seismic studies to make a determination concerning
the plant’s seismic design basis. He stated the Alliance for Nuclear Responsibility has yet to receive
information concerning resolution of this issue despite numerous letters to the NRC’s Chair. Mr.
Weisman observed there is probably no more serious issue at DCPP than that involving the seismic
design basis for the plant. Mr. Weisman questioned how Mr. Hipschman plans on dealing with
these issues given that the same people remain in place within Region IV.

Ms. Sherry Lewis was recognized and she inquired about the mission statement of the NRC. Dr.
Budnitz and Mr. Hipschman responded that the mission statement of the NRC is to protect the
public health and safety, common defense and security, and the environment.



In response to Mr. Weisman’s comments Mr. Hipschman stated that while he could not discuss
specifics of Mr. Weisman’s inquiry, the inquiry provided him an opportunity to highlight the several
avenues for NRC staff to raise differing opinions. He stated the first avenue, which Dr. Peck availed
himself of, is to provide a non concurrence to a manager’s or branch chief’s action with respect a
concurrence chain associated with an inspection report. Another avenue exists to raise concerns
with the NRC concerning technical issues, which may or may not be part of an inspection report, on
which there may be differing professional opinions. Mr. Hipschman stated both these avenues are
highly valued within the NRC and both provide a response to the person initiating the process. Mr.
Hipschman stated he would feel comfortable using either avenue if he felt it to be necessary. Dr.
Peterson observed that there is some commonality with the processes described by Mr. Hipschman
with the peer review process for scientific articles employed in academia.

XIV Adjourn Evening Meeting

The Chair thanked PG&E and Mr. Hipschman for a series of well presented informational
presentations. Dr. Peterson also thanked the members of the audience for their participation and
reported the meeting would reconvene at 8:00 A.M. on October 10, 2013, whereupon he adjourned
the evening meeting of the Committee at 7:45 P.M.

XV Reconvene For Morning Meeting

The October 10, 2013 morning public meeting of the Diablo Canyon Independent Safety
Committee was called to order by its Chair, Dr. Per Peterson, at 8:00 A.M. Dr. Peterson welcomed
those persons present in the audience and watching the proceedings on live-streaming video. Dr.
Peterson requested any of the other Members who wished to make remarks to do so at this time.

XVI Committee Member Comments

Dr. Lam acknowledged the presence in the audience of Ms. Joan Walter, the Senior Nuclear
Policy Advisor to the California Energy Commission.

XVII Public Comments and Communication

The Chair renewed his invitation to address the Committee on matters not on the agenda for this
public meeting and invited any comments from members of the public who wished to address the
Committee to do so now.

Dr. Henriette Groote was recognized. Dr. Groote began her remarks by thanking the Committee
members for the important work they do as the only such independent nuclear safety committee in
the nation. Dr. Groote remarked she hoped the members were following the events at the San
Onofre Nuclear Generating Stations (SONGS) as there might be lessons to be taken from the
experience at SONGS for the future closure of DCPP. She inquired what would happen to the DCISC
in the event DCPP should close as there would be safety issues involved with decommissioning of
DCPP. Dr. Peterson and Assistant Legal Counsel Rathie replied that a role for the DCISC in the event
of the closure of DCPP has not been defined and it would be left to the California Public Utilities



Commission, which created the DCISC, to define any such role.

XVIII Information Items Before the Committee

Dr. Peterson introduced Mr. Cary Harbor, Director of Compliance, Alliance and Risk at DCPP
and asked Mr. Harbor to introduce the next presenter to the Committee. Mr. Harbor introduced
Ms. Jacquie Hinds, DCPP Director of Quality Verification, and reported that in that role Ms. Hinds
oversees all aspects of DCPP nuclear operations. Ms. Hinds has a Bachelor of Science degree in
Chemical Engineering and more than 30 years of nuclear experience in a number of leadership roles
including Engineering and Regulatory Services.

Report on Quality Verification Organization’s Perspective on Plant Performance, the Quality
Performance Assessment Report (QPAR) and Quality Verification’s Top Issues.

Ms. Hinds stated the purpose of the Quality Verification (QV) organization is to seek to improve
DCPP quality through critical and effective independent oversight. In this role Ms. Hinds remarked
the role of the QV organization was not dissimilar to that of the DCISC in providing additional
oversight to ensure the plant is operated in a safe manner. Ms. Hinds stated QV uses the Site Status
Report, issued on a monthly basis to DCPP leadership, as an important tool to address QV’s top
concerns, issues, and trends being monitored based upon QV’s review of station documents,
corrective actions, and QV audits, assessments and observations. The Site Status Report for
September 2013 identified QV’s top current concerns as configuration management of Security
organization projects and the Troubleshooting Program. She stated the intention in defining top
concerns was to provide additional focus on the efforts being put forth to address and close those
concerns and to insure they are resolved in a timely manner.

Ms. Hinds reported that the incomplete, partial closure of several modifications associated with the
Security Upgrade Project prompted QVs’ concern regarding the configuration of Security projects.
Although upgraded equipment was tested and turned over to the Security organization for use, not
all the upgrades were closed out completely through the DCPP design change process.
Configuration management of Security modifications includes challenges for the Security
maintenance team due to inadequate or inaccurate drawings and instructions for equipment or
modifications to equipment previously placed in service, inaccurate and missing component
labeling, and work management software that had not been updated. Ms. Hinds reviewed the
actions taken by the station to address these issues:

Apparent Cause Evaluation (ACE) to understand and correct the conditions

Plan developed to close all open design documents associated with the Security Project

Functionality Determination

Extent of Condition evaluated

Ms. Hinds stated QV is monitoring the actions by the station and the ACE is currently in draft form.
She reported the Functionality Determination is due to be completed later this week and the Extent



of Condition evaluation is in process. In response to Dr. Budnitz’ inquiry Ms. Hinds stated that
Security managers were aware of the incomplete documentation issue but the impacts were not
realized until maintenance was required. In response to Consultant Wardell’s inquiry, Ms. Hinds
characterized the issue as not one of design quality but rather of design process.

Ms. Hinds reported the Troubleshooting Program is used to mitigate risk during equipment repair.
Troubleshooting is used to determine why equipment or components are not working properly. A
plan is developed to provide a step-by-step analytical process with an appropriate level of risk
evaluation. Ms. Hinds stated issues with the Troubleshooting Program were identified in December
2012 during repair of the voltage regulator to address U-2 main generator voltage fluctuation when
the appropriate document was not always used and Quality Assurance (QA) issued an assessment.
Later during the outage as a result of loss of the 4kV Bus G another troubleshooting activity had
some of the same attributes as did a troubleshooting activity in May 2013 when the plant addressed
a leaking seal on a safety injection pump. At that point, Ms. Hinds reported the Troubleshooting
Program was added to QV’s top concerns list. Ms. Hinds stated that one of the issues identified was
that troubleshooting procedures were difficult for individuals to follow and not well integrated with
risk assessments. Practices in the industry were reviewed and best practices were identified.
Identified deficiencies within the DCPP Troubleshooting Program include failure to utilize the
appropriate level of work management documents based on level of risk, authorization of
troubleshooting activities, and failing to document the results of troubleshooting activities. Actions
to address these deficiencies include:

New Interdepartmental Procedure based on industry best practices

In the interim, additional leadership oversight provided during troubleshooting activities and
guidance to work planners

Training for Maintenance Supervisors

The QV organization is monitoring the station’s implementation of the new procedure. Ms. Hinds
reported that in order to assess the results of the actions to improve the Troubleshooting Program
it will be necessary for QV to observe two or three troubleshooting activities performed in
accordance with the revised procedure. Mr. Wardell remarked the DCISC has followed
troubleshooting at DCPP for several years and found the procedure complicated and the DCISC
review identified some crossover between Maintenance and Engineering. Ms. Hinds replied that
Maintenance now has responsibility for the troubleshooting procedure. Mr. Wardell requested the
opportunity for the DCISC to review the new procedures and when available review selected
troubleshooting initiatives and Ms. Hinds agreed that information should be available for review
during 2014.

Dr. Budnitz commented and Ms. Hinds agreed that troubleshooting is not required when resolution
of a problem is known or obvious but rather when the subtleties of a problem or an issue indicate
there may be several contributors or that a more in-depth analysis may be required. In response to
Dr. Budnitz’ inquiry about possible overuse of troubleshooting Ms. Hinds stated that QV has not
found that troubleshooting is used excessively by the station and that is one of the reasons why it



will take some time to observe those activities which do require troubleshooting in order to assess
the effectiveness of the actions now being taken at DCPP. In response to Dr. Lam’s question Ms.
Hinds stated that in her independent role as QV Director she reports directly to the Chief Nuclear
Officer and none of the members of the QV organization have any line functions and remain
separate from the Maintenance or Engineering organizations. Ms. Hinds stated that there is a
process which can be used to escalate issues if QV believes appropriate actions are not being taken
in response to QV concerns. She reported the QV organization is presently staffed by 26 individuals
and performs other different functions from traditional quality assurance such as vendor and
supplier audits and inspections.

Ms. Hinds reviewed the issues and trends identified by the QV organization which are included in
the Site Status Report and presently include design quality which stemmed from the plant’s
experience with the plant process computer conversion and the acid and caustic skid modification
projects. In response to Dr. Peterson’s question concerning design quality monitoring for vendors
and subcontractors, Ms. Hinds stated that all design work done by subcontractors and vendors is
accepted by PG&E following an independent technical review and while QV monitors that process it
does not go into depth concerning a subcontractor’s auditing function. She confirmed Mr. Wardell’s
observation that all DCPP vendors are required to have a quality assurance program equivalent to
that used by DCPP. Mr. Wardell confirmed the DCISC has plans to review the effectiveness review
of the root cause evaluation performed for design quality issues following refueling outage 1R18.
Ms. Hinds stated that QV has done assessments on the preparation of the designs for 1R18 and has
not identified anything of concern but she stated the results would not be known until the
designed components and systems are installed in the plant and placed in operation.

Ms. Hinds stated procedure use and adherence by the Security organization is also being reviewed
as an issue by QV stemming from Fall of 2012 when it was found the Security organization was not
using procedures as required by the station’s expectations. Corrective actions have been
implemented. However, improvement was not seen as of early 2013 and the issue was escalated
and a detailed action plan was developed to address procedure use and adherence by Security
which included pairing supervisors in the Security organization with supervisors and shift foremen
in the Operations organization, who are also on a 24-hour, 7-day per week, schedule, to
demonstrate the use of and adherence to procedure by other organizations. A QV audit conducted
in September 2013 found no issues with procedure use or adherence by the Security organization
and this issue is expected to be removed soon from the Site Status Report. In response to Mr.
Wardell’s observation about persons not adhering to or following procedures Mr. Harbor remarked
that different factors are usually involved with each situation where a procedure has not been
followed, such as the procedure not being readily available or the individual not knowing the
procedure was available.

Ms. Hinds reported the Performance Improvement Programs are also currently being followed by
QV as an issue because those programs which use self-assessments, corrective actions, trending,
and operating experience to improve performance at DCPP had small issues which impacted how
the programs were working. She commented the Performance Improvement group has taken
specific and directed actions to address the issues identified by QV, and this issue is expected to be



removed soon from the Site Status Report.

Dr. Lam observed that it was his impression from Ms. Hinds’ presentation that QV is truly
independent in exercising its responsibilities and has meaningful access to plant leadership and
sufficient resources available to accomplish its mission. Ms. Hinds agreed and stated that, in
addition to the QV staff, external peers from other nuclear power plants as well as internal peers
within DCPP are available to the QV organization if needed. Dr. Budnitz stated that not all nuclear
power plants organize the functions performed by the QV organization in the manner employed at
DCPP and he stated that the quality assurance function was historically focused on a plant’s
compliance with 10 CFR Part 50 Appendix B, while quality verification was associated with
processes and procedures, and in the past there was a trend toward a merger of these functions
within internal QV organizations. He inquired whether DCPP has assessed whether it is employing
its resources in the optimal manner by which to organize the three or four different functions
performed by the QV organization. Ms. Hinds stated QV’s audits address compliance with 10 CFR
part 50 Part B requirements while QV’s assessments are intended to provide information on closing
gaps to excellence. She reported that most plants in the industry have already separated the audit
and assessment functions and in November 2013 the audit and assessment groups at DCPP will be
separated, with a supervisor assigned to the audit group. The assessment group will report to a
new QV manager position which will be filled by a shift manager on an 18-month rotational
assignment. Ms. Hinds observed that persons who do compliance audits well do not necessarily
perform as well when doing assessments on gaps to excellence. She stated that the QV manager
position will have the assessment and auditing groups as a direct report. Dr. Budnitz observed that
the DCISC should review the reorganization of the QV department in the next one or two years. In
response to a question from Mr. Wardell Ms. Hinds replied that the Quality Control group reports to
her as QV Director and the QV organization is responsible for inspections in the plant related to
hold points in procedures and work packages and the Quality Control inspectors also perform
observations in the field which are used as part of QV’s audit and assessment functions.

Ms. Sherry Lewis was recognized. Ms. Lewis identified herself as a member of Mothers for Peace
and inquired concerning the source of funding for the DCPP QV organization operations. Drs.
Budnitz and Lam responded that all QV personnel were PG&E employees and Dr. Lam remarked his
previous observation concerning resources available to QV was not intended to suggest the
organization was or should be compensated other than by PG&E. Ms. Lewis commented that the
experience at SONGS concerning the steam generators demonstrates that things can slip through
despite efforts to verify quality and that any such efforts were not foolproof.

Mr. Harbor introduced Mr. Pat Nugent, Fukushima Program Manager at DCPP and asked Mr.
Nugent to make the next informational presentation to the DCISC. Mr. Harbor reported Mr. Nugent
holds a Bachelor of Science degree in Mechanical Engineering and has approximately 25 years
experience in the nuclear field including leadership roles at DCPP in Regulatory Services and
Engineering and he also previously served as a PG&E representative to INPO.

Status of Plans to Assure Spent Fuel Cooling and Monitoring During Beyond Design Basis
Conditions.



Mr. Nugent described a beyond design basis event as an event larger than what the analysis and
design data for a plant would indicate is possible, or what science postulates as possible, such as
was experienced at Fukushima in March 2011. To assure that similar consequences to those which
were experienced at Fukushima never happen at DCPP he stated the plant is implementing a set of
diverse and flexible strategies to cope with beyond design basis events. These strategies are not
limited to the spent fuel pools or the Reactor Coolant System but also involve other areas of DCPP
and the coping strategies have been endorsed by the NRC. Mr. Nugent stated implementation of
the DCPP coping strategies will be accomplished in three phases.

Mr. Nugent reported Phase 1 of the coping strategies addresses the use of installed plant
equipment and includes monitoring the spent fuel pools (SFP) levels with new instrumentation and
removing spent fuel pool heat by boiling the water in the pools. Mr. Nugent reported boiling would
be expected to begin about six hours after loss of forced cooling to the SFPs and he described
boiling as a perfectly acceptable and effective way to remove heat from the pools. Boiling prevents
fuel damage and resulting radiological release. There is adequate water inventory in the pools to
maintain water levels at least ten feet above the fuel for 30 hours. Mr. Nugent stated the ten-foot
water barrier was important not only from the perspective of cooling the fuel but also for purposes
of providing adequate shielding for workers who might be on the SFP decks. Dr. Peterson observed
that freshly offloaded fuel greatly increases the heat load in a SFP and provides for a worst case
scenario in the event of a beyond design basis event and could affect the time-to-boil calculation as
well as the priority which would be afforded the SFPs in such an event. Dr. Peterson observed the
time constraints for taking action with respect to the reactors are vastly shorter even soon after a
refueling outage. Mr. Nugent agreed and stated that at the end of an operating cycle, when fuel
removed during the last refueling outage has been in the SFP for 18-20 months, the time-to-boil for
a SFP is approximately 72 hours and DCPP has a strategy to monitor the SFP levels and there is an
extended period of time before DCPP would expect to need to take action involving portable
equipment. Dr. Peterson remarked it was important to take into account an overall strategy rather
than to plan only for the worst case scenario. He remarked that during the events at Fukushima
much attention and scarce resources were diverted to assess the condition of the SFPs which, had
the Japanese decision makers been focused on making correct decisions regarding the
containments, the radioactive releases would have been greatly reduced and the hydrogen
explosions, with the release of cesium, likely might not have taken place. Dr. Peterson observed the
ability to direct efforts to the most risk-significant activities is critical and fundamental and part of
that strategy must depend upon how long fuel has been in a SFP. Mr. Nugent agreed and confirmed
strategies and procedures are designed and intended to be flexible and DCPP is installing new
instrumentation to ensure it has the capability at all times to monitor water levels in its SFPs.

Dr. Lam observed that DCPP’s beyond design basis response assumes no loss of SFP water
inventory and Mr. Nugent agreed and stated guidance from the NRC does not require DCPP to
assume the pools are damaged, which he termed a reasonable assumption based on the design of
the pools. DCPP has calculated and accounted for the amount of water expected to slosh out of the
pools in a seismic event and post earthquake procedures have been revised to include an inspection
procedure for SFP inventory and condition. Dr. Lam remarked that a loss of inventory would fit



within the description of a beyond design basis event and would require different strategies and
Mr. Nugent responded this was the purpose of designing flexible strategies and in beyond design
basis event planning you are planning for the unexpected. Dr. Lam stated that in the past SFP
accidents related to loss of inventory were largely dismissed within the industry.

Mr. Nugent reported that hoses to support SPF make-up will be staged prior to conditions in the
building becoming adverse (e.g., the onset of boiling). Full implementation of the Phase 1 coping
strategies is expected to be complete by Fall 2015 for U-1 and by Spring 2016 for U-2. He
commented that some equipment is already on the site and available for use. In response to Dr.
Peterson’s inquiry Mr. Nugent confirmed that Phase 1 addresses only the use of installed equipment
and the staging of portable equipment.

Mr. Nugent stated Phase 2 of the coping strategies addresses use of onsite portable equipment
including the deployment of a diesel-driven emergency SFP make-up pump and providing make-up
water to a SFP as water boils off. New instrumentation has been installed to continue to monitor
the water levels in the SFPs. In response to Mr. Wardell’s question, Mr. Nugent stated the water
supply for the portable SFP make-up pumps comes from the raw water reservoirs which are
considered seismically robust but are not safety-related. The water is pumped to the plant site from
a common distribution header which will supply all the coping strategy pumps. In response to Dr.
Peterson’s inquiry, Mr. Nugent confirmed a spray capability is available to the SFPs through the
make-up pump and also through equipment which is now available. Dr. Peterson observed that if
spraying the fuel is required, water inventory has probably already been lost and the spray must be
controlled from some distance and Mr. Nugent replied this was the reason that equipment is pre
staged in Phase 1. Full implementation of Phase 2 is expected to be complete by Fall 2015 for U-1
and Spring 2016 for U-2. Mr. Nugent displayed a photo of a portable pump which he stated is
already on site and has been tested, with a capacity of pumping approximately 1,500 gallons per
minute. Mr. Nugent confirmed Dr. Peterson’ s observation that air quality permits must be obtained
from the local Air Pollution Control District for operation of portable equipment and Dr. Peterson
stated he was dismayed to learn that some training activities may have been delayed due to the
time required to obtain permits and commented there were other issues, such as requirements for
the use of catalytic converters, involved with the permitting process which govern the performance
of the portable equipment.

Mr. Nugent reported that Phase 3 of the coping strategies relies on the use of equipment obtained
from a Regional Response Center (RRC) to provide additional capability and backup to equipment
which is already deployed at the plant site. There are two RRCs and the RRC located in Phoenix,
Arizona, has been designated to be ready to deliver equipment to DCPP within 24-72 hours and Mr.
Nugent stated critical RRC equipment may be airlifted for deployment at DCPP if necessary. Mr.
Nugent described the Phase 3 strategy as a long term strategy to restore normal SFP cooling using a
4kV generator from the RRC which would be connected to the plant’s safety-related vital Bus G to
reenergize the SFP cooling pump and the component cooling water (CCW) pump to recirculate
water through the SFP heat exchanger to restore normal temperature. The heat from the CCW
System would then be discharged into the ocean via the Auxiliary Saltwater System (ASW) which,
other than in the use of the portable emergency ASW pump, is the same alignment normally used



now to remove heat from the SFPs. Mr. Nugent stated the emergency ASW pumps are on site, and
have been for some time, and he stated leads will be fabricated to be available to connect the
equipment to Bus G. DCPP is storing at least three sets of equipment on site in different locations.
Full implementation for Phase 3 is scheduled to be complete by Fall 2015 for U-1 and Spring 2016 for
U-2.

Mr. Nugent reviewed the instrumentation to be installed to monitor the water level in the SFPs
which he described as employing a guided wave system. He stated the technology, which is
designed by Westinghouse, uses time domain reflectometry which involves sending microwave
pulses down a sealed cable probe sensor which is immersed in a spent fuel pool. Pulses are
reflected back to the instrumentation and the timing of reflection of pulses due to different
dielectric constants of tube material and fluid provides an accurate level indication independent of
conditions or process fluid. Dr. Peterson recommended the DCISC review the design at a fact-
finding to better understand how the instrumentation functions and how it will be installed at
DCPP. Two independent measurement probes will be installed and provided with an independent
uninterruptible power supply. Displays will be located in the control rooms and in the Auxiliary
Building and Mr. Nugent stated both instruments should continue to function and the display
locations should be accessible following a beyond design basis event. In response to Dr. Budnitz
inquiry Mr. Nugent confirmed there will be a battery component to the uninterruptible power
supply with the batteries located away from the SFP.

Mr. Nugent reported the design is currently in its final generic testing and certification phase which
is expected to be completed by end of 2013. He remarked the instruments are not affected by
boiling which might be going on in a SFP and an accurate indication from top of pool to top of fuel,
as required by guidance documents, would be provided. DCPP-specific instruments will address the
plant’s seismic criteria. Full implementation will be complete by Fall 2015 for U-1 and Spring 2016 for
U-2. Mr. Nugent displayed what he described as a very basic diagram of the instrumentation. In
response to Dr. Budnitz question, Mr. Nugent stated that while there will be two different
instruments in each SFP, located so that one instrument would remain available in the event of
debris falling into a pool, they both use the same guided wave technology. Dr. Lam observed that
while DCPP would have physical separation and redundancy, the monitoring instrumentation would
not be technologically diverse. Dr. Peterson observed from a probabilistic risk perspective it is
important to recognize the instrumentation is not safety-related in terms of the level of reliability
required but it is important to think through the question of what level of diversity might be of
value. He commented that the spent fuel pools for pressurized water reactors such as those at
DCPP are separate from containment and are physically much more accessible than spent fuel pools
located in boiling water reactors such as those at Fukushima and he remarked this proved to be a
principal challenge for Fukushima. Mr. Nugent agreed and stated that there were more ways to
determine the water level in the DCPP spent fuel pools than existed for the operators at Fukushima.

Ms. Jane Swanson was recognized. Ms. Swanson stated she represented Mothers for Peace and
remarked that she was shocked to realize that DCPP has been operating for decades without
adequate instrumentation to monitor the level of water in its SFPs. She remarked that the new,
extra equipment which is being made available through the FLEX initiative, while it may have its



uses, does not address the first and primary recommendation by the NRC-appointed post
Fukushima Near Term Task Force that the NRC should clarify the patchwork of regulatory
requirements governing beyond design basis events. She read a statement from the Union of
Concerned Scientists which maintained the nuclear power industry’s development of FLEX was
prompted by its appeal to the industry due to its cheaper cost as compared to hardening existing
equipment. Now that DCPP and other plants are adopting FLEX and taking actions based on its
principles, the Union of Concerned Scientists believes it may make it difficult for the NRC to impose
higher standards and Ms. Swanson stated this represents a case of the “Industry wagging the
regulatory dog.” Ms. Swanson stated it was also her opinion that this represents a perfect and
complete example of regulatory capture by the industry. Ms. Swanson remarked the NRC should be
telling DCPP what to do to cope with beyond design basis accidents rather than the plant owners
developing new equipment and strategies while ignoring larger problems.

Ms. Sherry Lewis was recognized. Ms. Lewis stated she was a member of Mothers for Peace. Ms.
Lewis stated the possibility of terrorism affecting the SFPs needed to be addressed as there was a
certain likelihood of such events given the world situation. She stated that there should be at the
very least a hardened containment dome over the spent fuel pools. Ms. Lewis stated that the
inability to discuss security issues in a public forum could also be representative of a cover-up of
inadequate security measures. Ms. Lewis stated it was her understanding that air introduced
through boiling into a spent fuel pool could cause the fuel’s zirconium cladding to ignite.

Dr. Henriette Groote was recognized. Dr. Groote identified herself as a member of Mothers for
Peace and inquired whether there is any sort of video recording of other visual observation of the
DCPP spent fuel pools by a camcorder or other device.

Dr. Peterson stated that Dr. Groote’s comment about a remote camera was an excellent
suggestion and the DCISC will follow up with DCPP on Dr. Groote’s question. He remarked, with
respect to the observations by the Union of Concerned Scientists and the possibility of hardening
facilities compared to the use of portable equipment, the problem with a strategy of further
hardening facilities or equipment is that it may prove inadequate when something unanticipated
occurs or when an event should have been part of a plant’s design basis but, as was the case for the
tsunami which damaged Fukushima, was not. Dr. Peterson stated a key deficiency at Fukushima
was that the Japanese were unprepared to deal with the unanticipated damage and their process
for making decisions in response to the events was completely dysfunctional. Operator training
was also poor with respect to how to cope with the conditions with which the operators at
Fukushima were faced and availability of portable equipment was inadequate. Dr. Peterson
remarked in spite of these deficiencies, the operators at Fukushima were able to stop the
progression of damage to the fuel and stabilize the plant and mitigate the consequences such that
the site did not have to be abandoned. Dr. Peterson stated it was a tragedy the operators at
Fukushima were placed in that position with completely inadequate resources of equipment,
training and leadership. Dr. Peterson stated the DCISC’s charge was to obtain a high level of
confidence that the operators at DCPP would have access to the full set of capabilities, training and
resources and a decision making framework which would allow them to respond effectively. He
stated his principal concern was with the reactors as they could rapidly generate challenging



conditions in terms of radiation levels and hydrogen such as was seen at Fukushima. Dr. Peterson
commented on the responsibility of the emergency response organization to provide the best
possible resources, training, leadership and tools and he observed the FLEX program has the
potential to do that if properly implemented.

Dr. Lam commented Ms. Swanson raised an important point and a fundamental question whether
the FLEX program is the best way to move forward to deal with beyond design basis events and this
represents a line of inquiry worthy of further examination. Dr. Budnitz remarked that after receipt
of the report of the Near Term Task Force the NRC assigned staff to make recommendations to the
Commissioners and at least two public meetings have been held. The staff report to the NRC is due
in December 2013 and is expected to serve as the blueprint for a series of NRC initiatives. Dr.
Budnitz remarked the NRC position on FLEX was to endorse it but with the caveat that the NRC
reserved the right to require additional measures. Dr. Budnitz observed that the Union of
Concerned Scientists position was premature in view of the NRC’s pronouncements on the subject.
Drs. Budnitz and Peterson stated, clarifying Ms. Swanson’s observation about the ability to measure
the water level in the DCPP spent fuel pools, at this time there is only narrow range instrumentation
available and the DCISC believes that the capacity must also include wide range instrumentation in
order to be considered adequate.

Mr. Harbor thanked Ms. Swanson, Ms. Lewis and Dr. Groote for their questions and participation
and Mr. Harbor commented that designing systems and procedures to provide measures to deal
with matters within the plant’s design bases differs from addressing beyond design basis events.
PG&E and the nuclear industry learned from the events at Fukushima that flexibility in responding
to and providing equipment to deploy in the event of a beyond design basis event tends to be the
best methodology. Mr. Harbor stated that the Fukushima Daiini nuclear power plant which was
located adjacent to the Fukushima Dai-ichi plant and also bore the brunt of the tsunami and
earthquake implemented an impromptu strategy similar to FLEX which was effective in giving the
Fukushima Dai-ini plant some ability to respond. Dr. Peterson observed he found from his review of
the events at Fukushima that lack of spent fuel wide-range level instrumentation, which was
mirrored by the lack of portable equipment and the need for operators to enter into hazardous
areas to take pressure readings, may have been caused by the flawed idea that a plant could be
designed to be sufficiently robust that it would be safe under all conditions. Dr. Peterson stated
that by far the most important thing the industry can do in response to Fukushima is to ensure in
the future if a plant is faced with challenging conditions that the people who work at the plant have
the best resources available to them and he characterized this as a fundamental obligation to the
people who choose to work in the nuclear industry and who would be putting their lives at risk in
responding to a beyond design basis event. Dr. Peterson stated this was one of the principal reasons
for the DCISC’s recent emphasis and focus on seismic safety in the workplace and he stated that
while there may be additional things that need to be evaluated in regards to further hardening of
protection for plant equipment, the situation in the United States is already better than in Japan
due to the preparations required under the NRC B.5.b mitigating strategies, implemented following
the events of 9-11-2001, but more remains to be done. Dr. Budnitz commented with reference to
security concerns that the NRC does have a design basis threat to which U.S. nuclear facilities are
designed and tested but for very good reasons the details of this are classified. Dr. Budnitz



remarked that this is an extremely detailed area of regulation which is given extraordinary
attention by the plant and by the NRC.

A short break followed.

XIX Discussion By the Committee

Discussion Concerning Schedules and Agendas for the DCISC’s Periodic Fact-finding Visits to DCPP.

At the request of the Chair, Dr. Budnitz led the members and consultants in a review of the current
methods for conducting fact-finding visits to DCPP. Dr. Budnitz reported he recently observed a
close out session of the DCPP Nuclear Safety Oversight Committee (NSOC) which is made up of
distinguished outside individuals who periodically visit the plant for approximately one-week
periods to review operations and make conclusions and findings which are shared with plant
management. DCISC members and consultants have in past fact-findings attended meetings of the
NSOC. Dr. Budnitz observed that during fact-finding much of the DCISC fact-finding team’s time is
taken up with meeting with subject matter experts and touring systems while NSOC members
regularly go into the plant for three or four hours or more to observe an entire evolution, that is the
manner in which work is actually performed from start to finish in the plant. Dr. Budnitz remarked
this provides the NSOC members with insights into the way the plant teams work that are useful to
the NSOC in its review function. Dr. Budnitz suggested to the other Committee Members that the
insights gained by the NSOC members in observing evolutions in the plant were fundamentally
different from what the DCISC fact-finding teams normally receive and he stated his belief that it
would be worth considering observation of evolutions as a way of deploying the fact-finding team’s
resources in a manner different from what is presently done. He remarked that some evolutions
within the plant are planned months in advance while others, often the more interesting evolutions,
deal with emergent issues.

Dr. Lam stated his reaction to Dr. Budnitz’ comments was entirely positive and he commented that
during fact-finding each member has complete autonomy as to what issues and matters the
member wishes to address or observe. Dr. Lam further observed, however, that the DCISC and the
NSOC are appointed by different bodies and, while borrowing a good practice from the NSOC was
acceptable, it is important to recognize the NSOC and the DCISC have differing functions and
responsibilities. Dr. Budnitz commented that while the DCISC members and consultants are
escorted by PG&E during their visits to DCPP, the members of the NSOC have unfettered access to
the plant.

Consultant Linnen observed that in order to do an effective job of observing an activity or an
evolution some preparation is required including reading and becoming familiar with the
procedures to be used. Mr. Bedesem remarked that certain maintenance activities and evolutions
are scheduled up to twelve weeks in advance while other activities and evolutions are determined
to be undertaken at the morning briefings when the plant staff coordinates the shift activities for
that day. The time required to complete a single evolution varies but typically average
approximately five hours.



Dr. Peterson stated the suggestions presented by Dr. Budnitz appear to have substantive value and
he remarked that, with Consultant Wardell, he had recently observed an evolution at the plant
involving the receipt of fresh nuclear fuel and he commented these types of observations could
potentially be valuable, recognizing that conducting observations in the plant would necessarily
reduce the Committee’s availability to do other things. The members then agreed to schedule an
observation of an evolution within the plant as a pilot project during the November 2013 fact-
finding which is to be conducted by Dr. Budnitz and Consultant Linnen. Dr. Budnitz stated he
would provide Mr. Bedesem with a tentative list of some topics and activities of interest. Mr.
Harbor stated that PG&E would work with the Committee on the pilot observation by providing
what information might be available ahead of time and coordinating with the crew doing the
evolution. Consultant Wardell remarked that these types of observations can be time-consuming
activities and the DCISC should be careful of what it opts to observe and how much time is spent on
the observation. Dr. Peterson observed the key question is identifying an evolution that is practical
and worthwhile to observe and then seeing how that observation goes. Dr. Lam remarked he
wanted to retain each Committee member’s autonomy in how to conduct fact-finding and
therefore a uniform requirement to observe an evolution should not be imposed for any fact-
finding. Dr. Peterson concluded the discussion by stating that at the time the November 2013 fact
finding report is reviewed by the Committee at its February 2014 public meeting, there will be
further discussion concerning the evaluation and the process used for the observation of an
evolution at the plant during that fact-finding.

Dr. Henriette Groote was recognized. Dr. Groote identified herself as a psychologist and member of
Mothers for Peace. Dr. Groote commented that direct experience or observation is often
irreplaceable and she stated she was pleased the Committee is flexible in its methods of
observation and she cautioned the members not to be too selective in their observations as the
activities under observation are taking place in a nuclear power plant.

Discussion Concerning the DCISC’s Evaluation of Safety Issues for “Independent Third Party Final
Technologies Assessment for the Alternative Cooling Technologies or Modifications to the
Existing Once-Through Cooling System for Diablo Canyon Power Plant.”

Dr. Peterson stated the Committee held a public meeting and teleconference at Berkeley, California,
on September 4, 2013, and approved its Evaluation of the Bechtel firm’s draft Assessment
concerning alternative cooling technologies or modifications of DCPP’s existing once-through
cooling system. The DCISC Evaluation was provided to the State Water Resources Control Board’s
(SWRCB) Review Committee for Nuclear Fueled Power Plants (RCNFPP) by the deadline established
by the RCNFPP of September 5, 2013. Dr. Peterson stated the DCISC Evaluation is in the public
domain and available on the DCISC’s website and was provided together with its transmittal letter
as a part of the public agenda packet for this meeting. Dr. Budnitz stated the RCNFPP has informally
acknowledged receipt of the DCISC Evaluation and the next public meeting of the RCNFPP is
scheduled for November 4, 2013, during which Bechtel’s analysis of the cost involved is expected to
be available and the matter of the DCISC’s disagreement with certain conclusions in the Bechtel
Assessment may be discussed. Dr. Budnitz stated the RCNFPP is expected to transmit its
recommendations by the end of November 2013 to the SWRCB concerning which, if any, alternative



technologies or modifications may warrant further study. Dr. Lam acknowledged and
complimented Dr. Budnitz for Dr. Budnitz’ work in coordinating the Evaluation under an
exceptionally strict schedule. Dr. Peterson confirmed the DCISC will continue to monitor and
attend the meetings of the RCNFPP.

XX Adjourn Morning Meeting

The Chair thanked all the PG&E presenters and then adjourned the morning session at 11:00
A.M.

XX Reconvene For Afternoon Meeting

The afternoon meeting of the DCISC was called to order by Committee Chair, Dr. Peterson, at
1:00 P.M.

XXI Committee Member Comments

There were no comments by any Committee member at this time.

XXII Public Comments and Communications

There were no comments by any members of the public at this time.

XXIII Information Items Before the Committee (Cont’d.)

DCPP Director of Compliance and Risk Mr. Cary Harbor introduced the next informational
presenter, Mr. Kenneth Bych, Interim Technical Support Engineering Manager at DCPP and
remarked that Mr. Bych has a Master of Science degree in Nuclear Engineering and is a Professional
Engineer with more than 30 years experience in the nuclear power industry with service in
leadership roles within the Independent Safety Review, Reliability, Probabilistic Risk Assessment,
and Instrument and Electrical Engineering organizations. Mr. Harbor stated that members of Mr.
Bych’s staff including Mr. Dave Gonzales, with more than 25 years of experience in the nuclear
industry and with In-service Inspection and Mr. Mike Leger with more than twenty-five years
experience with In-service Inspection were also in attendance.

Presentation on U-2 Pressurizer Structural Weld Overlays.

Mr. Bych reported that during 2R17 DCPP identified previously undetected flaws in weld overlays
which were installed in U-2 Pressurizer during 2R14. This discovery was made by the use of Phased
Array examination, which is an advanced detection technique. A DCPP consultant analyzed the
newly found flaws and provided technical justification for safe and continued operation and the
NRC approved one cycle of operation (the current cycle for U-2). Mr. Bych stated DCPP has
completed a root cause evaluation, informed the NRC and the industry of the results, and is
currently performing a more comprehensive flaw analysis to address NRC specifications for safe,
longer-term operation which is expected to be submitted to the NRC in early 2014.



Mr. Bych discussed the background of this issue relative to industry operating experience and
stated NRC regulations indicated that the weld material used to join the U-2 Pressurizer nozzles to
associated piping was susceptible to primary water stress corrosion cracking. U-1 Pressurizer weld
material is not similarly susceptible so this is not an issue for U-1. Mr. Bych displayed a cutaway
drawing of a pressurizer and described its function as maintaining pressure in the Reactor Coolant
System (RCS). He identified the location of a 14” diameter surge line at the bottom of the
pressurizer which he stated was the only pipeline for water flowing into and out of the pressurizer
to the RCS and he identified five different penetrations located at the top of the pressurizer. He
displayed a photo of a structural weld overlay made in the 1970s to one of the five attachments
welded to one of the penetrations at the top of the pressurizer and described the overlay as the
equivalent of a pipe outside a pipe, welded in a circumferential manner to add approximately 2” to
the diameter of the pipe. He stated the technical issues he would be discussing with the DCISC
involve the bonding between the weld overlay material and the underlying pipe.

Mr. Bych stated a problem was identified due to the susceptibility of the welds to primary stress
corrosion cracking. However, due to the geometric profile of the nozzles, inspection using
ultrasonic testing (UT) was not possible. The engineering solution was to install structural weld
overlays which shift the stress in the nozzle welds from tensile to compressive and thereby
eliminate the susceptibility of pipe to failure as the structural loads are picked up by the weld
overlay material which bounds all stress from the inner pipe.

Mr. Bych reported during outage 2R14 in February 2008, the DCPP U-2 Pressurizer had pre-emptive
full structural weld overlays applied to all six nozzle-to-pipe welds to resolve primary water stress
corrosion cracking concerns with the original welds in accordance with an NRC approved Relief
Request and in conformance with a American Society of Mechanical Engineers’ (ASME) code case.
Many other nuclear power plants around the country also installed pressurizer weld overlays at this
time. Weld overlay acceptance exams by the vendor were conducted using conventional manual
ultrasonic testing (UT) methods and the industry standard procedure, an Electric Power Research
Institute (EPRI) generic procedure. The first in-service inspection (ISI) was performed by the
original vendor for all six weld overlays following outage 2R15 in October 2009 using UT technique
with minor indications noted. The conventional UT was qualified for the application and the
examiners were qualified for its use. All six of the weld overlays passed and were found acceptable.

Mr. Bych stated that in preparation for inspections during 2R17 in 2013, the DCPP Engineering
organization enhanced the capabilities of its Level III ISI inspectors by qualifying them on the
newest state of the art examination technique called Phased Array. Phased Array attributes include
higher resolution and improved user interface. Detailed plans were prepared for the 2R17
inspection and included a formal oversight plan, extensive pre job briefing and Phased Array
training and practice on an overlay nozzle mockup prior to the start of the examination. Phased
Array exams were performed during 2R17 by PG&E Level III personnel qualified to ASME Section XI,
Appendix VIII Supplement 11. Mr. Bych reported in-service inspection during 2R17 selected the
safety “B” nozzle weld overlay for examination. He stated there are three safety nozzles, termed A,
B, & C. The manual Phased Array technique employed via generic industry procedure found three
indications in Safety Nozzle “B.” These indications were characterized as lack of bond/interbead



non-fusion (LOB/IBNF). EPRI and the vendor’s non destructive examination (NDE) experts reviewed
PG&E’s unexpected discovery and its characterization of the indications and verified that the length
of the indications exceeded the original relief request acceptance criteria. Mr. Bych stated this was
in contrast to the original acceptance during 2R14 and subsequent ISI of the “B” nozzle during 2R15
by the vendor which reported no indications. The 2R17 exam scope expanded to Safety “A” nozzle
per ASME Section XI rules and Phased Array exams identified indications with length that exceeded
original relief request acceptance criteria characterized as LOB/IBNF similar to indications in the “B”
nozzle. Original acceptance reported two indications well within the acceptance criteria. Mr. Bych
reported the scope was then expanded to include all six pressurizer weld overlay nozzle welds for
exceedance indications similar in nature to “A” and “B” nozzles. Safety “C” nozzle was found to
have smaller LOB/IBNF indications with lengths meeting the relief request length acceptance
criteria. The pressurizer power operated relief valve and surge nozzle weld overlays were examined
and no indications were found. Mr. Bych reported three of six pressurizer weld overlays were
found to have excessive length indications beyond the stipulated NRC relief request requirements
during 2R17 inspections.

Dr. Peterson observed the DCISC reviewed this issue in fact-finding and stated there may be some
finite element modeling of these flaws necessary to determine their potential for propagation and
Mr. Bych confirmed that DCPP will be addressing that issue for the NRC in order to continue safe
operation. Dr. Peterson remarked the DCISC would be following up on this issue as, while all
materials have flaws, the question is whether the flaws are large enough to grow or small enough
to stay the same size and the issue is how can this be demonstrated using modern computerized
tools. Dr. Budnitz commented that the technical studies which supported the ASME decision
establishing the code criterion should be in the record and Mr. Bych agreed that the basis for the
ASME code criterion would need to be reviewed to understand and evaluate what kind of
conservative assumptions and calculations were used by ASME and addressed in the report to the
NRC on this issue and he stated the burden of proof is on PG&E in this analysis to verify that these
flaws are, in fact, capable of being bounded. He stated DCPP has committed to do Phased Array
examinations in 2R18, 2R19 and 2R20 to justify its calculations with empirical evidence. Dr. Budnitz
remarked the DCISC will follow the results of PG&E’s future examinations. Dr. Budnitz stated
PG&E was fortunate in that the Phased Array technique is recent and the persons on the code
committees who participated in establishing the ASME code are likely still available and working in
the industry. In response to Mr. Wardell’s inquiry, Mr. Bych stated two of the circumferential
indications found at DCPP were 18” as compared to 5” allowed by the criterion.

Mr. Bych reported after discovery during 2R17 and following characterization that three of the six
weld overlays exceeded the NRC relief request requirements, DCPP immediately entered the issue
into its Corrective Action Program and a flaw analysis (fracture mechanics) was immediately
performed by the vendor on Safety Valves A, B, C lines and on the spray nozzles. The analyses
demonstrated that the weld overlays performed their structural safety function. DCPP revised the
weld overlay relief request detailing newly identified conditions and evaluations and submitted it to
NRC. The NRC granted approval for one cycle of operation, the current cycle of operation for U-2.
Extended approval has not been received pending the root cause and enhanced analysis. EPRI was
engaged to support the root cause evaluation. Prior to the end of 2R17, EPRI representatives



acquired data with manual conventional UT technique for comparison to Phased Array. Industry
expert peers and the vendor also participated in root cause evaluation.

Mr. Bych displayed a plat showing a generic indication of a weld and associated piping with the
location of a weld overlay and he explained the characteristics of the overlay and the nature of the
material susceptible to stress corrosion cracking.

Mr. Bych stated the Root Cause Team employed three analytical techniques during the June – July
2013 investigation:

A comparative time line to capture and contrast contributing factors

An Events and Causal Factor Chart with Fault Tree Analysis to identify causes (results
independently verified by Stream Analysis)

A human error investigation tool to evaluate the performance of the individuals conducting
the UT

The following were findings from that investigation:

EPRI, PG&E and vendor investigations indicated that the subject flaws are detectable with
conventional UT overlay exam procedure, PDI-UT-8 Rev. F.

PG&E found that scan speeds slower than the maximum allowed by procedure are required
to produce easily recognizable indications with zero degree search unit. Mr. Bych described
this as a key insight. Fundamentally the procedure allows a maximum scan speed but
optimum performance is below the maximum allowed by the existing procedure.

Under sizing of indications during acceptance exams on Safety Nozzle A contributed to
examiner human performance issues.

Mr. Bych stated PG&E concluded there was a combination of process and human performance
weaknesses that prevented the conventional UT in the 2R14 and 2R15 time frames from fully
identifying these indications. In response to Dr. Budnitz’ observation that either there was an error
in the measurement or in the way the measuring instrument was deployed, Mr. Bych replied the
issue involved a combination of process, speed, and individual performance by the UT examiners.
There was, to PG&E’s knowledge, no equipment malfunction.

Mr. Bych reviewed the corrective actions taken at DCPP as follows:

Prohibiting use of PDI-UT-8 Revision F conventional exams at DCPP

Employing Phased Array for subsequent examinations of pressurizer weld overlays in future
outages

Communicating the root causes to the industry

Actions ongoing to address NRC and code requirements include an updated flaw analysis (fracture



mechanics ) being conducted by a consultant to support the relief request. Mr. Bych stated the NRC
has requested this analysis use a conservative flaw combination and that all detectable indications
be considered. PG&E will submit a relief request pursuant to 10 CFR 50.55a(a)(3)(i) as a proposed
alternative in early 2014. Mr. Bych stated that he has no knowledge of relevant operating
experience at other plants on this issue and DCPP is the first plant to find such flaws using Phased
Array which is a principal reason the NRC remains very interested in this issue.

Mr. Bych reported, in summarizing his presentation, in 2R17 DCPP identified previously undetected
flaws in three locations in U-2 Pressurizer weld overlays in 2R14 using Phased Array, an advanced
detection technique. DCPP’s consultant analyzed these newly found flaws and provided technical
justification for safe and continued operation. The NRC approved one cycle of operation (the
current cycle for U-2). DCPP has completed a root cause evaluation, informed the NRC and the
industry of the results, and is currently performing a more comprehensive flaw analysis to address
NRC specifications for safe, longer-term operation. This will be submitted to the NRC in early 2014.

Dr. Lam observed, and Mr. Bych agreed, that the evaluation demonstrating the overlays perform
their structural safety function provided the basis for the NRC approval of operation during the
current cycle for U-2. In response to Dr. Lam’s inquiry, Mr. Bych stated that DCPP was required to
demonstrate that the 0.06" thick weld flaws, which were up to 1/4" wide, did not detract from the
weld’s structural function of creating new pipe capable of handing the most severe accident at that
location. Dr. Lam further observed and Mr. Bych agreed that the NRC is apparently not entirely
satisfied concerning long term operation and hence the one cycle operational approval. Mr. Bych
commented the NRC’s immediate concern is with laminar growth in the flaws which is not viewed
as a short-term credible accident scenario. In response to Dr. Budnitz’ comment, Mr. Bych agreed
that if the weld flaws are found to have grown then there is a different set of questions to be
addressed.

Dr. Henriette Groote, a member of Mothers for Peace, was recognized. Dr. Groote observed that a
plot of the data points, comparing them over time, obtained by the two different types of analysis,
UT and Phased Array, might have been useful in this analysis. Dr. Peterson stated during fact-
finding the DCISC observed the use of both types of instrumentation and he compared the use of a
one-dimensional to a two-dimension sonogram as analogous to the use of UT to Phased Array, and
part of the corrective action going forward will be the use of the two-dimensional Phased Array
tool. Mr. Harbor stated that, similar to the enhanced pixels provided by newer digital cameras,
there is an enhanced ability with newer tools to see elements and details in an enhanced manner
not previously available. Dr. Peterson stated that it would be preferable to have the ability to detect
incipient locations for stress corrosion cracking but the ability to do so is, at present, rudimentary
and is limited to detecting flaws after they’ve grown to a certain point and to then determining
whether growth is likely to occur.

Mr. Harbor requested Mr. Larry Pulley, Fuel Storage Manager at DCPP, and Mr. Mark Mayer,
Supervising Engineer for Reactor Engineering, to make the final informational presentation to the
Committee. Mr. Harbor reported Mr. Pulley has a Bachelor of Science degree in Mechanical
Engineering and more than 30 years experience in the nuclear industry including fuel management.



Mr. Mayor holds a Bachelor of Science degree in Nuclear Engineering, a Professional Engineer
license, and more than 30 years experience in nuclear energy including transient analysis, licensing
and engineering functions.

Plans for Spent Fuel Management.

Mr. Pulley displayed aerial views of the plant and the Independent Spent Fuel Storage Installation
(ISFSI) showing eight spent fuel storage casks installed on two pads. He remarked that during 2014
DCPP will build an additional five pads, adjoining the two already constructed, to provide the ability
to store a total of 138 casks. He stated the DCPP dry storage program for used fuel was initiated in
1999 and in 2000 DCPP selected the Holtec firm to provide the anchored HI-STORM storage system.
DCPP was granted a site-specific license by the NRC in April 2004 and a coastal development permit
for the ISFSI was received in January 2005. Construction of the ISFSI started in April 2005 and two
of the seven pads have been constructed to date, as Mr. Pulley stated it was not clear in 2005
whether the federal Department of Energy would be accepting fuel at a federal repository in the
near future. The ISFSI became operational in Spring of 2009 and 29 casks have been loaded as of
September 2013.

Mr. Pulley reported spent fuel is stored in a multipurpose canister (MPC) with 32 assemblies in each
MPC. The MPC is helium filled for heat transfer purposes as well as long term corrosion protection
for the fuel cladding. The MPC is stored in a HI-STORM overpack which provides shielding and
structural strength and air circulates through the annulus between the MPC and HI-STORM. This
natural circulation transfers the heat to the environment.

Mr. Pulley reviewed DCPP’s history of fuel transfers to date and planned in the future through 2025:

DCPP Used Fuel Transfer History and Projections

Used Fuel Outage Start Finish Casks U1/U2

UFO1 2009 8/0

UFO2 2010 0/8

UFO3 1/16/2012 3/17/2012 3/4

UFO4 8/5/2013 10/1/2013 3/3

UFO5 5/25/2015 8/1/2015 4/4

UFO6 8/1/2016 11/12/2016 5/5

UFO7 6/4/2018 8/25/2018 4/4

UFO8 5/18/2020 8/8/2020 4/4

UFO9 8/1/2022 10/29/2022 4/4

UFO10 5/5/2025 7/26/2025 4/4

Cask loading is not scheduled during 2014 as construction activities to build the five new pads will
be taking place during this time. Mr. Pulley displayed graphs showing the U-1and U-2 spent fuel pool
inventories.



Mr. Pulley reported DCPP continues to store fuel assemblies in compliance with the requirements
of the NRC compensatory measures, namely to space hotter (i.e., more radioactive) fuel assemblies
within cooler (i.e., less radioactive) assemblies. The NRC published a draft study on spent fuel
storage risk in mid-2013 that showed that spent fuel pool storage is safe. DCPP continues to
evaluate all industry recommendations regarding spent fuel storage.

Dr. Peterson observed that while there has been some draw-down of the inventory in the spent fuel
pools the reduction appears to be gradual and Mr. Pulley confirmed that was an accurate
observation. Dr. Lam disclosed that he sat on the Atomic Safety and Licensing Board (ASLB) panel
which issued the approval for the ISFSI at DCPP.

Mr. Mayer continued the presentation with a used fuel management update. He commented
concerning constraints on cask loading that these constraints include selecting fuel assemblies
which must have a five-year minimum decay time in a spent fuel pool. Decay heat limit constraints
(i.e., how much energy is being given off by the fuel) are calculated for every assembly and include
assembly decay heat and burnup vs. allowed decay heat. Typical acceptable decay time is
approximately ten years and Mr. Mayer commented that as burnup goes higher, essentially how
much energy is pulled out of the fuel, this will extend decay times to potentially 15-16 years total. Dr.
Peterson inquired whether it would be effective, rather than interspersing fresh offloaded fuel
between older fuel, to have open cells around the freshly offloaded fuel assemblies and Mr. Mayer
replied that the older assemblies help lower the heat of the fresh assemblies by principles of
thermal inertia and Dr. Budnitz observed that safety was enhanced by the presence of the older
assemblies. In response to Dr. Lam’s question Mr. Mayer stated there are acceptable requirements
for loading based upon burnup and time in the spent fuel pool is not the only factor to consider in
calculating decay heat. Dr. Peterson observed the quantity of the shorter life fission products, such
as cesium 137 and strontium 90, is closely proportional to the burnup at discharge and the
additional seven year storage period is insufficient to accommodate decay of cesium and strontium
which means that at five years there is still some decaying which is a non negligible contributor to
decay heat.

Mr. Mayer displayed a chart which showed typical burnup requirements with uniform loading. Dr.
Lam observed, and Mr. Mayer agreed, that DCPP monitors essentially two parameters concerning
decay heat level, that is how long the fuel has been in the pool and what was its burnup rate. In
response to Consultant Wardell’s inquiry Mr. Mayer confirmed DCPP’s license from the NRC limits
allowed burnup to 62,000 megawatt days per metric ton of uranium, which is an indication of how
much energy is actually extracted from the fuel assembly, but DCPP typically operates around
50,000 to 54,000 megawatt days per metric ton uranium. In response to Dr. Peterson’s inquiry, Mr.
Mayer and Dr. Budnitz confirmed that by placing the fresher fuel assemblies in the center of the
MPC, passive heat transfer to the environment is maximized and improved radiological protection
and lower dose rates are afforded.

Mr. Mayer stated that when fuel is off loaded from a reactor to a spent fuel pool it is given 120 days
during which it requires increased cooling and this is accomplished by placing four older assemblies
around the fresh assembly to share the heat load and he displayed two drawings which show the



configuration with fresh fuel assemblies, surrounded by older assemblies, and with warm fuel
assemblies which have been in the spent fuel pools for some time and are configured in a
checkerboard pattern. Mr. Mayer confirmed Dr. Lam’s observation that the pools are either
configured in one or the other of these configurations and typically when the plant is approaching a
refueling outage there are no constraints as the most recent fuel in the pool will have been in the
pool for 18 months or longer. Consultant Wardell requested Ms. Sherry Lewis to call Mr. Mayer’s
PowerPoint slides to the attention of Mothers for Peace representatives Ms. Jane Swanson and Ms.
Linda Seeley as the slides directly address questions those ladies posed to the Committee earlier
during this public meeting concerning the burnup of fuel and spent fuel pool storage versus storage
of spent fuel in dry cask. In response to Dr. Budnitz’ inquiry Mr. Mayer confirmed that there are no
technical limits which would stand in the way of achieving the schedule for transfer of spent fuel to
dry cask storage through 2015. Mr. Mayer stated it is the logistics of completing the fuel storage
campaigns within the constraints of other plant operations, as well as the previously scheduled
refueling outages and the pad construction activities which affect the campaigns.

This concluded the informational presentations requested by the Committee from PG&E for this
public meeting. The Chair thanked Mr. Mayer and opened the floor to members of the public.

Dr. Henriette Groote of Mothers for Peace was recognized. Dr. Groote inquired whether it was
correct that although DCPP is licensed for a higher fuel burnup rate, the plant has not approached
or exceeded that license limit. Dr. Budnitz replied Dr. Groote was correct and the 62,000 megawatts
per metric ton uranium license limit for fuel burnup has not been approached or exceeded by DCPP.
In response to Dr. Groote’s inquiry about what informs a decision to go to higher burnup, Dr.
Peterson stated that such a decision generally involves consideration of extending the time
between refueling outages. As most plants now replace one-third of their fuel assemblies at 18-
month intervals during refueling outages, a typical fuel assembly spends about 4½ years in a reactor
core. In response to Dr. Groote’s question concerning burnup capacity and waste, Dr. Peterson
replied that higher burnup results in a smaller volume of waste and higher burnup consumes more
transuranics, particularly plutonium 241, and results in nominally smaller amounts of long-lived
radioactive waste but the differences are not large and the amount of fission products ends up
being the same. In response to Dr. Groote’s inquiry about the wisdom of using high burnup fuel, Dr.
Peterson replied the question is not strongly coupled to the question of developing a capability to
dispose of spent fuel. He remarked the more important issue is to restart a waste program in the
United States which has a prospect of successfully developing a deep geologic repository for spent
nuclear materials. Dr. Budnitz observed that it is often not wise to adopt a fuel with burnup such
that the need for a refueling outage is extended but is required to occur during periods when
demand for electricity is high, such as in Winter and Summer months. DCPP is required by energy
demand and cost considerations in California to conduct its refueling outages during Spring and
Fall. Drs. Budnitz and Peterson observed that when refueling, fuel assembly locations are shuffled in
an effort to even out the burnup which occurs at differing rates in a reactor core due to differences
in neutron activity in different locations in a reactor core and each assembly experiences a unique
environment in terms of neutrons with no two assemblies being identical.

Ms. Sherry Lewis of Mothers for Peace was recognized. Ms. Lewis inquired what defines high



burnup fuel. Dr. Budnitz observed 30 years ago a typical fuel burnup for the typical 12-month
operation cycle was in the range of 30,000 megawatts per metric ton uranium per day representing
the amount of energy extracted from the fuel. However, Dr. Budnitz reported that this was due to
technical limits related to the cladding around the fuel which was not as advanced then as it is
today. Advances in fuel technology, particularly advances in cladding technology have allowed the
nuclear industry to develop fuels which can achieve increased fission before technical limits created
by the interaction of the fission products, the fuel cladding and water are reached. This has resulted
in longer operational cycles, increased heat production, and more uranium consumed in the fission
process and less remaining after the assembly is removed from the core. Most nuclear power plants
today are operated in the range of 50,000 megawatts per metric ton uranium per day burnup rate
but someday advances in cladding technology may allow the burnup rates to approach 60,000-
80,000 megawatt tons per day uranium with an enrichment factor of 4-5%, and the fission taking
place mostly in U235 not U238, which is the enrichment level required to operate a nuclear reactor
with water. A greater enrichment factor would result in more fissionable uranium but it does not
make sense to do that if the cladding won’t support operations at these greater enrichment factors.
Dr. Budnitz commented this is not a simple matter to explain. Ms. Lewis stated she advocates for
the transfer of more fuel assemblies to dry cask storage but now understands that having older
assemblies within the spent fuel pools with freshly offloaded fuel will absorb more heat than water
alone. Dr. Peterson confirmed Ms. Lewis understanding and stated that having thermal mass in an
adjacent cell provides a substantive benefit, as would changing the type of fuel racks used in the
pools. Ms. Lewis stated she is also an advocate for open racking in spent fuel pools and opposes
the current use of closed racking in the DCPP spent fuel pools. Dr. Budnitz observed that whether
the racking is open or closed there is still a benefit from having older assemblies in the spent fuel
pools but with open racking the effect would be less. Dr. Peterson commented this was an issue
the DCISC will continue to review in depth and it would be premature to offer a judgment on the
question of open racking versus other options to improve spent fuel pool safety. Dr. Peterson
stated the most urgent issue is to ensure proper tools are available so that if normal systems for
removing decay heat from the reactors because of a beyond design basis event are disabled,
alternate means to do so can rapidly be put into place to provide cooling. He observed there is more
time available to address issues with a spent fuel pool and those same tools can work equally
effectively for the spent fuel pools.

XXIV Concluding Remarks and Discussion by Committee Members

The Chair observed that the Committee members and consultants already discussed and
scheduled future fact-finding with PG&E and future public meetings in the local area. The Chair
then expressed the thanks of the Committee to PG&E staff and particularly to Mr. Cary Harbor, the
senior member of plant leadership present, to Mr. Pete Bedesem for his able assistance, and to the
technicians from AGP Video who provide audio, video, and live-stream internet services for the
DCISC’s public meetings. Assistant Legal Counsel Rathie announced that the next public meeting of
the Diablo Canyon Independent Safety Committee would be held on February 12–13, 2014, at the
Point San Luis Conference Facility at the Avila Lighthouse Suites in Avila Beach, California.

XXV Adjournment of Seventy-first Public Meeting



There being no further business, the seventy-first public meeting of the Diablo Canyon
Independent Safety Committee was then adjourned by its Chair Dr. Per Peterson at 2:30 P.M.

Key to abbreviations used: Quarter (Q), Fact-finding (FF), To be Determined (TBD), Dr. Robert J.
Budnitz (RJB), Mr. David C. Linnen (DCL), Dr. Peter Lam (PL), Dr. Per F. Peterson (PFP), and Mr. R.
Ferman Wardell (RFW).

System health is rated: Green, White, Yellow or Red representing: Green – satisfactory with no
major issues; White – satisfactory but with some issues; Yellow – needs improvement; and Red –
unsatisfactory.

The NRC assigns objective criteria designed to reflect safety significance according to established
safety margins, as indicated by a color coding system. A "green" coding indicates performance
within an expected performance level in which the related cornerstone objectives are met; "white"
indicates that related cornerstone objectives are still being met with a minimal reduction in safety
margin; "yellow" indicates that related cornerstone objectives are being met but with a moderate
reduction in safety margin; and "red" indicates a significant reduction in safety margin in the area
measured by that performance indicator.

The NRC’s significance determination process for enforcement actions assigns a color, in ascending
order, of green (lowest), white, yellow or red (highest) based upon the risk significance.
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Wednesday & Thursday, February 12–13, 2014, Avila Beach, California

Notice of Meeting

A legal notice of the plant tour and public meeting and several display advertisements were
published in local newspapers and mailed to the media and those persons on the Committee’s
service list. Information on the public tour, the legal notice and a copy of the meeting agenda were
also posted on the Committee’s website. Public meetings of the Committee may be viewed online
in real-time over streaming video at /www.dcisc.org and /www.slospan.org and are videotaped for
later broadcast on the local government access television channel (Channel 21).

Public Tour of Diablo Canyon Nuclear Power Plant

On the morning of Wednesday, February 12, 2014, the members of the DCISC accompanied by
30 members of the public, PG&E tour guide Ms. Ellie Ripley, and the Committee’s technical
consultants, conducted a tour of certain accessible areas of the Diablo Canyon Power Plant (DCPP
sometimes referred to herein as the plant or the station). The members of the public responded to
the advertisement concerning the public tour placed in a local area newspaper and on the DCISC’s
website. The group met at the PG&E Energy Education Center for an introduction to the Committee
members and consultants and to receive a short presentation on the background and role of the
Committee. Ms. Ripley then provided a brief overview of DCPP including its history, operation, the
nuclear fuel cycle, spent fuel storage and plant security and an opportunity was provided to ask
questions. Ms. Ripley discussed how the plant’s cooling systems work, with the ocean water two
physical barriers away from the reactors. The group was issued visitor badges and then departed
for DCPP.

The bus entered the plant site through the Avila Gate and the group received a briefing from PG&E
representatives on the various external features and buildings. The group arrived at the
Independent Spent Fuel Storage Installation (ISFSI). The bus then arrived at the Vehicle Inspection
Station and subsequently at the Control Room Simulator Facility. The members of the public were
then divided into two groups, each accompanied by at least one DCISC member and consultant, and
each group visited in turn the Control Room Simulator Facility, a full scale mockup of the Unit-1 (U-
1) control room, and the lobby of the Security Building for a demonstration of screening of
personnel entering the protected areas of the plant. There was also an opportunity afforded to
both groups to view the Intake and Outfall facilities where the plant pulls in and discharges cooling
water from and to the Pacific Ocean before departing DCPP and returning to the Energy Education



Center.

During the ride back to the Energy Education Center the members of the public had an opportunity
to ask questions of Committee members and consultants and the PG&E tour guide.

Conclude Public Tour

Agenda

I Call to Order – Roll Call

The February 12, 2014, public meeting of the Diablo Canyon Independent Safety Committee
(DCISC), the seventy-second public meeting of the Committee, was called to order by Committee
Chair Dr. Per Peterson at 1:30 P.M. at the Point San Luis Conference Facility at the Avila Lighthouse
Suites in Avila Beach, California. Dr. Peterson welcomed the members of the public in attendance.
Public meetings of the Committee may be viewed online in real-time over streaming video and are
recorded for later broadcast on the local government access television channel (Channel 21). Dr.
Peterson introduced and briefly reviewed the professional backgrounds and appointment of each
of the members of the Committee.

Present:

Committee Member Robert J. Budnitz

Committee Member Peter Lam

Committee Member Per F. Peterson

Absent:

None

II Introductions

Dr. Peterson introduced and briefly reviewed the professional backgrounds of the Committee's
technical consultants, Mr. R. Ferman Wardell and Mr. David C. Linnen and DCISC Legal Counsel
Robert R. Wellington. Dr. Peterson also introduced Mr. Pete Bedesem, Technical Assistant to the
Site Services Director at Diablo Canyon Power Plant (DCPP) and Ms. Maureen Zawalick, Nuclear
Generation Risk and Compliance Manager at DCPP, who assist the Committee members,
consultants and legal counsel with their work and serve as the primary administrative liaison
between the plant the DCISC.

Upon Dr. Peterson’s invitation, Dr. Budnitz moved to amend the Committee’s agenda for this
meeting to add one item. The motion was seconded by Dr. Lam and approved unanimously to
consider approval of a Resolution of Appreciation and Commendation from the Committee to Ms.
Ellie Ripley. Ms. Ripley has acted as the tour guide for the DCISC public tours of DCPP for twenty-
one years and in that role has greatly assisted the Committee in its public outreach efforts. Dr.



Peterson presented Ms. Ripley with the framed Resolution of Appreciation and a bouquet of
flowers and read the resolution into the record thanking and commending her for her outstanding
service to the DCISC and wishing her well on her future endeavors. Ms. Ripley thanked the
Committee for its recognition and stated she would miss conducting the public tours and her
interaction with the public and the Committee and its members, consultants and legal counsel.

Dr. Lam acknowledged the presence at this public meeting of Mr. Kevin Barker, Chief of Staff to
California Energy Commission (CEC) Chair Dr. Robert B. Weisenmiller and Ms. Joan Walter, Senior
Nuclear Policy Advisor to the CEC. Ms. Walter briefly addressed the Committee and reported the
CEC adopted its 2013 Integrated Energy Policy Report (IEPR) in January 2014, which includes
information on issues related to DCPP and the San Onofre Nuclear Generating Station (SONGS). The
IEPR is now available to the public and includes certain policy recommendations carried forward
from previous IEPRs. Mr. Barker then addressed remarks to the Committee and stated that Dr.
Weisenmiller plans to attend the June 2014 public meeting of the DCISC and he remarked that the
DCISC provides a unique opportunity to focus on safety for an active nuclear power plant and the
State of California benefits from the work of the Committee.

III Public Comments and Communications

The Chair inquired whether there were any members of the public present who wished to
address remarks to the Committee on items not appearing on the agenda for the public meeting
and he reviewed the advice from the agenda concerning items or issues which are brought to the
attention of the members by the public during public meetings.

Mr. John Geesman, representing the Alliance for Nuclear Responsibility, was recognized. Mr.
Geesman expressed his thanks to the members for their service on the DCISC and stated the State
of California and the local community benefit from the attention given by the Committee to
important issues regarding nuclear safety. Mr. Geesman remarked that the Exelon Corporation is
expected to soon announce its decision on whether to continue operations at the Clinton and Quad
Cities Nuclear Generating Stations in Illinois and he stated that the issues involved in Exelon’s
decision, changing electricity supply portfolios and electric load demand, might have implications
for DCPP’s current full-time operation. He remarked that the Minutes from the June 5-6, 2013 DCISC
public meeting include a discussion of the possibility of negative electric rates due to wind and solar
generation availability and he stated this might have the potential to cause a negative impact on
operational safety at DCPP which may need to be addressed in the near future. Mr. Geesman
suggested on behalf of Alliance for Nuclear Responsibility that the Committee accelerate its
consideration of this issue as it is deserving of the DCISC’s careful attention. Dr. Budnitz replied and
stated the DCISC would continue to study the issues raised by Mr. Geesman concerning load
following and he acknowledged that changing the power level at a nuclear power plant presents
challenges for long-term safety performance as such operations produce thermal changes as well
as effects on plant equipment. Dr. Budnitz stated the U.S. nuclear industry is looking into safety
issues related to load following. Dr. Lam remarked that two participants in the DCISC’s public tour
of DCPP had inquired about safety in context of the cost of maintenance and operations at DCPP.



IV Consent Agenda

The Chair introduced the first item on the Consent Agenda, approval of the Minutes of the
Committee’s October 9–10, 2013 public meeting held in Avila Beach, California. A draft of the
October 2013 Minutes was included in the public agenda packet. The members and consultants
reviewed the Minutes, reviewed items for follow up action, provided clarification to Legal Counsel
concerning typographical errors and the accuracy of certain references in the October 2013 Minutes
and editorial comments and substantive changes were received concerning the draft of the
October 2013 Minutes. Minutes of the Committee’s public meetings become part of its Annual
Reports on Safety of Diablo Canyon Nuclear Power Plant Operations (Annual Report). On a motion
made by Dr. Budnitz, seconded by Dr. Lam, the Minutes of the Committee’s October 2013 public
meeting were unanimously approved subject to inclusion of the changes provided to the
Committee’s Legal Counsel. The October 2013 Minutes will become part of the Committee’s 23rd

Annual Report.

V Action Items

A. Review of PG&E’s Response to the DCISC’s 23rd Annual Report on Safety of Diablo Canyon
Operations: July 1, 2012 – June 30, 2013.

Dr. Lam acknowledged that PG&E has provided its response to the two recommendations in
the Committee’s 23rd Annual Report. However, the response to the second recommendation (R13-
2) concerning DCPP evaluating the various constraints on how quickly spent fuel bundles can be
loaded into the ISFSI, and developing an estimate of and the rationale for the practical limit on the
number of spent fuel bundles that can be loaded into the ISFSI on a per year basis may require
further explanation and response from PG&E. Dr. Lam stated PG&E’s response that the Nuclear
Regulatory Commission’s (NRC) determination that both wet and dry spent fuel storage options
were safe and PG&E’s statement that as a result its existing plan was optimized to minimize spent
fuel pool (SFP) inventories did not adequately address the Committee’s recommendation.
Consultant Wardell observed that a presentation on this issue is on the Committee’s agenda for the
evening session of this public meeting and it might be appropriate to defer action on PG&E’s
response to R13-2 to after that presentation.

Dr. Budnitz stated that after the events at the Fukushima Daiichi Nuclear Power Plant in Japan
(Fukushima), following the March 11, 2011, earthquake and tsunami, the NRC convened a Near Term
Task Force (NTTF) to make recommendations and one of its recommendations is that the NRC
further develop its regulatory guidance on the issues addressed in R13-2. Dr. Budnitz stated the NRC
is considering the matter at the present time and a presentation has been made to the NRC
Advisory Committee on Reactor Safeguards (ACRS). However, the NRC’s review has yet to be
concluded and additional technical information concerning risk continues to emerge. Dr. Budnitz
reported he was unaware of a probabilistic risk assessment (PRA) using modern analytical methods
having been performed concerning the risk of a release from a SFP but he reported that two such
PRAs are now being performed, one for a boiling water reactor, such as those at Fukushima, and
the other for a pressurized water reactor, such as those at DCPP. Dr. Budnitz remarked that some in
the PRA community doubt there is sufficient data to support a useful PRA concerning this issue. Dr.



Budnitz reported a committee of the American Nuclear Society (ANS) and the American Society of
Mechanical Engineers (ASME), which Dr. Budnitz co-chairs, has developed methodology standards
for PRA and a small working group of the committee is also now reviewing the development of an
adequate methodology, the use of the same assumptions and data, and the acquisition of sufficient
data to support a PRA concerning the issue. He remarked that if an adequately supported
methodology emerges it should be employed by DCPP. Dr. Lam stated he agreed with Dr. Budnitz
analysis and he remarked the fundamental safety issues that must be dealt with in the context of
SFP safety are several and include the lack of a robust containment, the presence of a significant
inventory of radioactive material, the need for active cooling of water, and the fact that at DCPP
and other nuclear facilities the SFP rack density has been increased from its original configuration.
Dr. Peterson stated he was skeptical that a PRA could provide a useful basis to predict frequency of
events where SFP inventory would be reduced as it may prove impossible to identify all possible
sequences and the approach that has emerged is to manage risk which cannot be quantified by a
PRA within the assessment of beyond design basis damage and to consider the issues within the
context of strategies to mitigate risk. Dr. Peterson remarked that SFP structures are robust and the
SFPs at Fukushima remained intact and leak-tight following the accident but he stated that any type
of event which could challenge SFP inventory is likely to create significant challenges for reactors
and the time constraints for taking action with regard to reactors is very short compared to the
SFPs because of the very high decay heat rates. Dr. Peterson stated this was a principal reason why
careful review of the various capabilities and procedures being put into place to use portable
equipment at nuclear power plants, in accordance with the industry’s FLEX initiative, and to protect
plant personnel are important in reducing residual risk. Dr. Budnitz commented a PRA is scenario-
based and requires delineation of every sequence of events and for each sequence it requires an
engineering understanding and later a probabilistic understanding to quantify. He stated he was
confident that the scenario development is feasible but whether there are sufficient data to
support the quantification in probabilistic terms is the issue.

The Committee then deferred consideration of PG&E’s response to R13-2, the second
recommendation in the DCISC’s 23rd Annual Report.

The Committee members then moved to accept PG&E’s response to the Committee’s first
recommendation (R13-1) in its 23rd Annual Report concerning the relatively large increase in
licensee event reports from the previous reporting period, the continuing high number of non-cited
violations, and the number of items in the NRC’s Conservative Decision Making Cross-Cutting
Aspect, and the DCISC’s recommendation that DCPP review the effectiveness of its Regulatory
Excellence Action Plan. Upon a motion made by Dr. Budnitz, seconded by Dr. Lam the DCISC
unanimously accepted PG&E’s response to Recommendation R13-1.

The Chair requested public comment on the foregoing and Mr. John Geesman was recognized. Mr.
Geesman stated that a fourth consideration should be considered with reference to SFP inventory
and that was based upon the adage that it is better not to put all of your eggs in one, or in the case
of DCPP two SFP baskets. He observed it was inherently more reliable to place the spent fuel
assemblies in 138 steel and concrete encased “baskets.” He stated he agreed with Dr. Lam that
PG&E’s response to the DCISC recommendation R13-2 was unresponsive as it did not provide an



estimate of and rationale for the practical limit on the number of spent fuel bundles which could be
transferred annually to the ISFSI. He remarked that PG&E is offering the DCISC the same stonewall
it has provided to the CEC since 2008. Mr. Geesman stated that the NRC Deputy Executive Director
for Reactors and Preparedness Programs has indicated that the expedited transfer of spent fuel to
achieve low density storage in a SFP would be arguably safer but that the NRC staff did not believe
the difference in safety was sufficient to satisfy requirements of cost-effectiveness to meet the
NRC’s back-fit rule. He asked the Committee to focus on DCPP and on the example set by SONGS
which has emphasized a plan to move spent fuel from its SFPs to dry storage as quickly as possible,
consistent with the policy and advice of the CEC. He stated that he was willing to accept, for
purposes of argument, the NRC’s conclusion that SFP storage is equally as safe as dry cask storage
but in the case of DCPP a state regulatory agency has consistently advised PG&E and Southern
California Edison Company to move spent fuel out of the SFPs and into dry cask storage as quickly
as possible and PG&E should be expected to do so. Mr. Geesman stated when he questioned
PG&E’s Senior Vice President and Chief Nuclear Officer, Mr. Ed Halpin, on this issue, Mr. Halpin
stated PG&E planned to move fuel into six dry casks each year through the end of the license period
which, according to Mr. Geesman’s calculations, would leave 73 of a potential total of 138 dry casks
undeployed at the end of the license period and result in only utilizing less than half of the concrete
storage pad capacity of the ISFSI by 2025. He observed PG&E has indicated in its response to the
DCISC that the minimum allowable level for SFP inventory will be achieved by the end of 2016, but
he advised the Committee to insist that PG&E comply with the direction it has received from the
CEC for the last five years.

Consultant Linnen replied he reviewed a memorandum concerning the NRC staff’s evaluation and
recommendation for the NTTF’s Japan Lessons Learned – Tier 3 Issues on expedited transfer of
spent fuel (COMSECY-13-0030) which concluded that transfer of spent fuel from SFPs to dry cask
storage would provide only minor or limited safety benefits and the NRC staff’s conclusion was that
further study of this issue was not warranted. The ACRS response was that there was less benefit
than whatever benefit the NRC could identify and Mr. Linnen replied that from his review he
concluded that the issue was not simply that transfer of fuel should be expedited, as there is a
definite risk every time a fuel bundle is handled, but he acknowledged the issue may warrant
further study. Dr. Budnitz observed that the NRC staff memorandum specifically qualified its
analysis concerning the seismic risk as limited to the Central and Eastern portions of the U.S. and
did not include the highly seismically active Western portion.

Mr. Geesman stated that his focus for this issue was DCPP and he questioned whether the same
logic described by Mr. Linnen would apply in a decommissioning context and he observed that
none of the plants in decommissioned status want to retain fuel in their SFPs and it was likely more
reliable to get the transfer to dry casks paid for by current ratepayers who have actually received
the benefit of the electricity produced by the plant rather than to be faced by a decommissioning
scenario which could require expedited reduction of SFP inventories. Dr. Lam observed that the CEC
in a past IEPR specifically recommended that PG&E return the SFPs at DCPP to their original lower
density configuration. Dr. Peterson remarked that regulations require keeping four older fuel
assemblies adjacent to a more recently offloaded fuel assembly in a SFP, which is a factor in
determining the number of older fuel assemblies which are required to remain in a SFP as the older



assemblies reduce the risk by providing thermal inertia by absorbing the much higher heat
generated by freshly offloaded fuel assemblies and Dr. Peterson stated that the only avenue to
further reduce risk may be by changing the configuration to open racking or to otherwise change
the racking configurations of the SFPs.

B. Update on Financial Matters and Committee Activities.

Legal Counsel Wellington reported that the Committee has a current balance of approximately
$97,000 from its 2013 grantor trust funds which should result, once all invoices from 2013 are paid
by the Committee’s accountant, in a balance remaining at the conclusion of the financial year which
would be refunded to PG&E for credit to its ratepayers who fund the Committee’s operations.

C. Discussion of Issues on Open Items List.

Dr. Peterson requested Consultant Wardell to lead a review of items on the Open Items List,
used by the Committee to track and also follow up on issues, concerns and information identified
for subsequent action during fact-finding or public meetings. Items discussed or concerning which
action was taken included the following:

Item Re: Action Taken

CO-11 Operator concerns & issues Schedule for 3/14FF

CO-12 Assessment of flexible
power operation

Add item

EN-20 Observe Plant Health
Committee meeting

Schedule for 4/14FF [If possible]

HP-18 Operator Aging & Physical
Fitness

Schedule for 3/14FF

RA-5 Review overall PRA Program Schedule for 6/14FF

QP-3 Review activities & results of
QV audits

Move to 2Q14FF

NF-9 Nuclear fuel performance &
issues

Schedule following 2R18

OE-1 Review Operating Plan Move to 4Q14

SE-39 Review concrete repair at
Intake Structure

Schedule following 2R18

SE-43 Pressurizer nozzle weld
overlay indications

Schedule for 5/14FF [Tentative-check at 4/14FF]

SC-3 Long-term Seismic Program Schedule for 6/14FF

FP-6 Conversion to NFPA
Regulation 805

Schedule for 3/14FF

LD-6 Observe operator license &
requalification

Schedule for 3/14FF

BDB-5 Stranded plant procedure Close



BDB-6 FLEX Follow NRC technical review Schedule for 5/14FF
and Schedule for 6/14PM

O-2 Flexible operation/market
demand

Move to Operations CO-12

6/13PM14 Coronal mass ejection & grid
transformers

Move to BDB-FLEX

The Members confirmed that the balance of the items identified on the Open Items List as
recommended for closures or movement to other categories should be closed or moved as
suggested.

Ms. Jane Swanson, a representative of the group San Luis Obispo Mothers for Peace was
recognized. Ms. Swanson stated that she supported the Committee’s review of the nuclear
industry’s FLEX initiative, intended to provide a flexible response capability in the event of a beyond
design basis accident at a nuclear plant, but she stated she suspected there was a possibility the
nuclear industry created the FLEX initiative in order to avoid the imposition of more stringent
requirements by the NRC concerning post Fukushima lessons learned. She characterized this as the
industry trying to make an “end run” around the regulator. Dr. Budnitz remarked that he has seen
industry discussion of FLEX where a principal endpoint was protection of investments but Dr.
Budnitz observed that this was not within the remit of the DCISC and is not part of its consideration
or review of the FLEX initiative. Ms. Swanson remarked she remains cynical concerning the
industry’s motivation for FLEX and she looks forward to hearing more concerning the DCISC’s
review. Dr. Peterson remarked that approximately two weeks after the accident at Fukushima he
had the opportunity to tour the Millstone Nuclear Power Station Unit 1, a decommissioned boiling
water reactor, and found the areas within the plant to be dim and poorly lit and he thought at that
time about the Japanese operators at Fukushima who were coping with similar conditions and high
levels of radioactivity. Dr. Peterson stated a most important moral obligation is owed to nuclear
plant staff to never again place them in a similar situation and, therefore, it is vital to provide them
with excellent resources, the best possible training, and the capability to cope with beyond design
basis events. He stated his review of FLEX focuses upon the perspective of the industry’s initiative
from the viewpoint of the plant operators and he stated PG&E has brought in some very senior
retired Operations Department staff to assist in designing its FLEX response which he described as a
work in progress.

A short break followed.

VI Committee Member Reports and Discussion

A. Public Outreach, Site Visits and Other Committee Activities:

Dr. Peterson reported the tour held during the morning was fully subscribed and proved to be
a good experience for the members of the public who were able to accompany the DCISC members
and consultants on their visit to the plant.



The members confirmed public meetings of the DCISC are now scheduled for: June 11–12 and
October 14–15, 2014, February 4–5 (a change from previously scheduled dates of 11-12), and June
17–18, 2015. Fact-finding visits were confirmed and scheduled as follows:

[2014] March 25–26 RJB/RFW;

April 16–17 PL/DCL;

May 21–22 PFP/RFW;

June 24–25 RJB/DCL;

August 13–14 PFP/RFW;

September 17–18 PL/DCL;

November 19–20 RJB/RFW;

December 9–10, 2014 PFP/DCL.

[2015] January 21–22, 2015 PL/RFW.

B. Documents Provided to the Committee:

Mr. Wellington directed the Committee's attention to the list of documents which are provided
to the DCISC by PG&E on a monthly basis. The lists included all documents provided since the last
public meeting of the DCISC in October 2013 and a copy was included with the public agenda packet
for this meeting.

VII Staff-Consultant Reports & Receive, Approve and Authorize Transmittal of Fact Finding
Reports to PG&E

The Chair requested Consultant Wardell to report on the December 10–11, 2013, fact-finding
visit with Dr. Peterson to DCPP. Mr. Wardell reviewed the topics discussed with PG&E during the
December 10–11 visit.

Observe Plant Health Committee Meeting – Mr. Wardell reported the Plant Health Committee
(PHC) meets weekly, usually on Thursdays, to review systems or programs that are in red or
yellow status and reviews systems with the respective system engineers. On this occasion the
PHC reviewed the Appendix R Fire Protection Program which was in Red status due to
outstanding Nonconformance Reports (NCR) and NRC Findings and Mr. Wardell reported the
backlog for these items has been reduced and the system is expected to return to White
status by the next PHC meeting. The PHC also reviewed Critical Component Failures in the
Fire Protection System including 16 inoperable fire doors which has required the plant to post
fire watches in the affected areas. The plan to repair these fire doors has been delayed until
2016 and the fact-finding team found this to be of concern and Mr. Wardell suggested the
Committee follow this issue and consider attempting to have DCPP accelerate the schedule
for making repairs to the fire doors. The PHC also reviewed the Radiation Monitoring
System which is in White status for Unit-1 (U-1) and in Yellow status for Unit-2 (U-2) because
of equipment reliability problems due to aging. The PHC expects to review a long-term
strategy to address these issued by mid-2014 and Mr. Wardell recommended the DCISC also
follow this issue. Mr. Wardell displayed a chart showing the Emergency Diesel Generator



(EDG) and the Heating, Ventilation and Air Conditioning (HVAC) Systems that have been in
red or yellow status for in excess of one refueling cycle. DCPP expects to restore the EDG
System to satisfactory status by November 2014 and the HVAC System by November 2015.
The DCISC fact-finding team concluded the December 2013 PHC meeting was efficient and
effective but during the second quarter of 2014 the DCISC should review identified issues of
concern.

Refueling Outage 1R18 Plan and Outage Safety Plan – Mr. Wardell reported the DCISC fact-
finding team reviewed the plan of activities and the Outage Safety Plan for the eighteenth
refueling outage of U-1 (1R18). DCPP uses the Safety Monitor Program to calculate the
probabilistic risk of taking equipment out of service and employs a philosophy that there
must always be one additional piece of equipment available above the minimum required.
The DCISC representatives also reviewed the plans during 1R18 which involved the
Containment equipment hatch, as on a previous fact-finding visit PG&E was unable to confirm
to the DCISC that the equipment hatches would remain capable of closure following a seismic
event. For that reason during 1R18 PG&E reported the Containment hatch will be kept closed.
The DCISC team recommended that this requirement be included in the Outage Safety Plan.
DCPP reported the support mechanism for the Containment equipment hatches has been
modified and seismically qualified such that their closure did not need to be included in the
Outage Safety Plan. Dr. Peterson reported the Committee reviewed the hatch closure
capability as part of its effort to focus on the ability of plant personnel to perform key safety
functions during a beyond design basis event. He stated he believed that as a result of the
DCISC’s review of this issue DCPP will make changes to its refueling outage procedure and
make physical modifications to reinforce the Containment equipment hatch doors. Mr.
Bedesem confirmed those modifications were complete for U-1 and Mr. Wardell stated the
DCISC should continue to follow this matter during a future fact-finding. Dr. Budnitz stated
he was surprised that this issue was not previously addressed in the plant’s seismic design
basis.

Digital Systems Overview – Mr. Wardell reported the plant has converted a number of analog
systems to digital including the Process Control System which controls the power production
systems. He reported the system’s performance after the change to digital has exceeded
DCPP’s expectations and is proving reliable. The Condensate Polisher System and the Process
Protection System controls are also being replaced with digital control systems and a License
Amendment Request (LAR) has been submitted to the NRC and the installation is presently
scheduled for 2018 and 2019.

Containment Equipment Hatch Closure & Seismic Capability – previously discussed with the
Committee.

Performance Improvement Review Board – Mr. Wardell reported the Performance
Improvement Review Board functions as a part of the Performance Improvement Program to
identify gaps to excellence found by the Nuclear Safety Oversight Committee (NSOC), the
NRC, or the Quality Verification (QV) organization and employs a formal process and
development of action plans for reviewing and addressing identified gaps. The meeting
observed by the DCISC representatives included discussion of three gaps to excellence in the



Strategic Projects Department and other gaps found in the Site Services Department.

Workplace Seismic Safety – Mr. Wardell deferred discussion of this item as it will be a topic
for presentation by PG&E later in the meeting. He reported the fact-finding team was
satisfied with progress made and the plans DCPP has to continue the program.

Plant Protection System (Eagle 21) Replacement – previously discussed with the Committee.

San Luis Obispo County Emergency Precautionary Actions and Use of Social Media – The
DCISC team visited with the San Luis Obispo County’s Office of Emergency Services Manager,
Mr. Ron Alsop, and his staff to review the use of social media in the process of addressing and
determining precautionary actions. He reported the County’s strategy to determine
precautionary measures is determined by an analysis of the situation rather than requiring
predetermined, automatic actions in response to an event. The DCISC team found this to be a
good approach. The County uses Facebook and Twitter to disseminate information and also
to monitor and attempt to address rumors. The County also uses the Federal Emergency
Management Agency’s (FEMA) Amber Alert System. The County also participates with PG&E
in providing copies to the public of the emergency planning calendar.

Institute of Nuclear Power Operations (INPO) Evaluation Update – Mr. Wardell reported that
DCPP has developed a good plan in response to the latest INPO Evaluation report but much
of the information concerning that report and the plant’s actions in response is confidential
by agreement with INPO.

Software Quality Assurance and Cyber Security – Mr. Wardell reported the fact-finding team
found the Cyber Security and the Software Quality Assurance Programs to be satisfactory.
The NRC is expected to complete its final version of cyber security regulations soon but has
provided guidance to the plan which DCPP is now using. Dr. Budnitz observed the main
computer-based control systems at DCPP are totally isolated and disconnected from
connections to the worldwide web.

DCPP Load Follow Update – Mr. Bedesem stated that DCPP has requested to review the
information provided to the DCISC fact-finding team for confidentiality concerns based upon
proprietary information. Dr. Peterson summarized the team’s conclusion that there is much
work to do before any conclusion can be reached concerning load following by DCPP,
however, the DCISC will continue to follow those changes which could impact operational
safety.

Dr. Peterson’s Meeting with Senior Vice President and Chief Nuclear Officer Mr. Halpin for a
discussion of the fact-finding visit.

Mr. John Geesman speaking on behalf of Alliance for Nuclear Responsibility was recognized. He
stated that the Committee was correct in deferring its approval of the section of the December 2013
Fact Finding Report concerning the load following issue due to proprietary concerns and he
observed under California’s Bagley Keene Open Meeting Act and the California Public Records Act,
members of the public are entitled to copies of the Committee’s fact-finding reports. He
acknowledged he recognized that information derived from the DCISC’s review of INPO reports
was also confidential but stated it was his understanding that INPO had recently downgraded DCPP



from a Level 1 to a Level 2 rating. He further observed that the matter of the Containment
equipment hatch seismic qualification not having been identified during thirty years of DCPP’s
operation was troubling to him. He reminded the Committee that during a meeting with the Santa
Barbara County Emergency Manager in August 2011 DCISC representatives stated the Committee
was confident that all DCPP seismic studies were part of the most rigorous and extensive peer
review system in the world. He stated that while he did not dispute that assertion, if an issue such
as that with the Containment equipment hatch could have been missed there are real concerns
about the quality of analysis that has been done for the plant.

In response to Mr. Geesman’s observation on the Containment equipment hatch, Dr. Peterson
stated the issue did not arise during the original design review because under the original operating
procedures the hatches would have been closed during fuel handling operations. Changes were
subsequently made to procedures to permit the hatches to be open provided it was demonstrated
that the plant staff had the capability to close the hatch within a short period of time. The element
that was missed was whether the hatch could be closed in time if the initiating event for a fuel
handling accident was an earthquake. He stated this was a reason for the present emphasis on
addressing methods to deal with beyond design basis events and to depart from the concept that
nuclear plants and other facilities should be designed to be walkaway safe and to recognize that
human interaction will be needed to manage the consequences of all kinds of accidents and events.
This requires additional reviews be conducted and, in some cases, will require design changes to
plants and other facilities and Dr. Peterson observed that these matters are best handled by
assuring that the people who are responsible for managing emergencies will have access to proper
capabilities, training, and resources. Mr. Wardell commented that the Containment equipment
hatches were reviewed in context of the Seismic Interaction Safety Improvement Program to
determine and prevent their detrimental interaction with other safety equipment but when the
question was asked about a calculation to prove the hatches could be closed there was nothing
specifically on point and when the analyses and calculations were done it was concluded that the
hatches required additional reinforcement to assure that they could be closed in the event of a
seismic event.

Ms. Jane Swanson representing Mothers for Peace was recognized. Ms. Swanson commented that
she was aware of an article by Mr. David Sanger in a January 2014 edition of the New York Times
concerning the ability of the federal government to infiltrate computer systems even though those
systems may be isolated from the worldwide web. She stated her opinion that a statement that it is
not possible to infiltrate a computer system is open to question. Dr. Budnitz replied that he had not
claimed that such infiltration was not possible but only that, to his knowledge, certain isolation
features, which are classified for security purposes, are much more sophisticated than those
discussed in the New York Times article.

CEC Senior Nuclear Policy Advisor Ms. Joan Walter was recognized. Ms. Walter inquired about the
distribution of the emergency planning calendars to students at California Polytechnic University at
San Luis Obispo (Cal Poly) as she recalled there had been discussion of this matter in the past. Mr.
Wardell stated that a member of the County Office of Emergency Services (OES) staff and a
member of DCPP’s outreach staff visited with Cal Poly and discussed plans to include the calendars



and other information on emergency planning with information provided to students including
during the “Week of Welcome” for Cal Poly students. Ms. Swanson stated she has reviewed this
issue with Mr. Alsop, the OES Manager, and that she received and accepted Mr. Alsop’s assurance
that outreach to Cal Poly’s students has been improved. Ms. Swanson questioned, however,
whether adequate efforts were also being extended to students at Cuesta College as it was her
understanding those efforts were just beginning and she encouraged the DCISC to follow up on this
issue with Cuesta College officials. Ms. Swanson state she spoke with some Cal Poly students and
received affirmative responses from first year students when asked if they received calendars but
she was not sure about the distribution to upper class students but she stated she was pleased
with the greater efforts being made.

Following Mr. Wardell’s report and the public comment following, on a motion made by Dr. Budnitz
seconded by Dr. Peterson,the December 10–11, 2013 Fact Finding Report was unanimously
approved with the exception of the section on load following which is subject to review and
revision following consultation with PG&E concerning proprietary information which will be
addressed at the DCISC public meeting in June 2014.

The Chair requested Consultant Linnen to report on the May 7–8, 2013, fact-finding visit to DCPP
with Dr. Lam. Mr. Linnen, having reviewed the topics discussed with PG&E during that visit during
the June 5, 2013, public meeting of the DCISC and there having been no substantive changes to the
report presented on that occasion, stated he would now submit the report for approval. On a
motion made by Dr. Budnitz seconded by Dr. Peterson the May 7–8, 2013, Fact Finding Report was
unanimously approved and its transmittal to PG&E was authorized.

The Chair requested Consultant Linnen to report on the November 20–21, 2013, fact-finding visit to
DCPP with Dr. Budnitz. Mr. Linnen reviewed the topics discussed with PG&E during that visit.

DCISC Observation of Turbine Building Rounds – Mr. Linnen reported this observation was
different from the majority of the Committee’s normal fact-finding reviews. At the last public
meeting in October 2013 the Committee members discussed the possibility of occasionally
devoting more time to selected topics as has typically been done in daylong observations of
station and county coordinated emergency exercises throughout the years. The November
2013 fact-finding trip provided an opportunity for the fact-finding team to spend the better
part of a morning observing the commencement of an operating shift and a portion of an
operator’s Turbine Building rounds. The DCISC team found the initial shift briefing attended
by a variety of personnel from the Operations, Work Control, Radiological Protection
organizations, and the work groups to be well structured and informative. Accompanying a
Turbine Building operator on a portion of his rounds, the fact-finding team found the Turbine
Building to be clean and to have only a small number of steam leaks, all of which had been
previously identified and tagged for future maintenance. The DCISC representatives observed
that the Turbine Building operator had displayed a number of effective error prevention
techniques in areas of logging observations, communications, industrial safety, and security.
Later in the fact-finding visit the team was provided with a computer printout, with more
than 200 pages, documenting the more than 700 items of data that were recorded on that



morning’s rounds. Based upon later review of the printout only hydrogen usage was found to
be out of specification.

Engineering Training Programs – Mr. Linnen stated the engineering function spans a wide
range of technical disciplines. Oversight of this training is provided by three committees
employing three different levels of personnel: directors, managers, and supervisors. Also, a
Curriculum Review Committee is a working level committee that determines the details and
structure of a training program to ensure that the contents and details within various training
activities are appropriate. Self-assessments are also used as a tool to gauge performance. The
most recent self-assessment found an effective use of subject matter experts as teachers in
both initial and continuing training classes. The DCISC team felt this oversight and use of
subject matter experts helps to strengthen the depth and rigor of the engineering training
function and should assist in supporting knowledge transfer as the existing engineering
workforce ages. Mr. Linnen reported the DCISC fact-finding team concluded the Engineering
Training program does not warrant further review by the DCISC for at least the next 12
months.

Licensing Basis Verification Project (LBVP) Update – Mr. Linnen reported that since the LBVP’s
inception in 2010, the DCISC has periodically received updates on its scope and progress. The
purpose of the LBVP is to revalidate and correct deficiencies in the DCPP licensing basis. The
scope of the LBVP includes: evaluating the facility and analysis changes made since
completion of the original Final Safety Analysis Report (FSAR) in 1980; determining and
documenting compliance with 10 CFR 50 Appendix A and applicable Regulatory Guides;
correcting any deficiencies discovered; and subsequently providing an enhanced FSAR with a
clear licensing basis. The objective of the LBVP is to produce a reconstituted FSAR by
December 31, 2015, although the completion of design changes and the receipt of approved
license amendment requests will extend past this date. Some of the issues for resolution
include: leak before break analysis, main feedline break analysis, and seismic loading
combination of a loss of coolant accident and a Hosgri earthquake. The fact-finding team
concluded that, since the LBVP has clearly matured, it might be appropriate for the DCISC to
conduct a more detailed and lengthy examination of project status later during 2014.

Update on Tsunami Hazard Analysis – Mr. Linnen observed this analysis, which consists of
several phases, began in 2006 and the first phase, which was completed in 2010, mapped
tsunami hazards for an extensive region of the California coast. It examined possible threats
from both distant sources and from sources near the shore which included potential
landslides and nearby seismic sources. The second phase which is intended to account for
local sources and tidal fluctuations and which will increase the confidence level of the
findings, takes advantage of the most recent approaches used in the industry for
understanding probabilistic external hazards. PG&E began this work several years before the
Fukushima accident led to the requirement for all plants in the U.S. nuclear industry to
develop a better understanding of all of the external-flooding hazards that might affect a site.
As a result PG&E was able to incorporate its existing efforts into the work required by the
NRC. These efforts have resulted in the conclusion that the most likely phenomenon that
could produce a tsunami as high as ten meters at DCPP is a local landslide offshore, triggered
either by a local earthquake or perhaps by other forces such as major storms or tidal forces.



Therefore, the current phase of the Tsunami Hazard Analysis effort is to seek a more detailed
understanding of the local offshore topography and the composition of the ocean floor in the
area. The seismic aspect of the study will be examining what the maximum magnitude might
be for such a triggering earthquake, and the magnitude of the wave height that might result.
Dr. Budnitz remarked that this is a groundbreaking effort in the sense that nowhere else in
the world or ever before has there been a detailed effort to do a careful study of the potential
for a slide or slump in the offshore continental margin. Dr. Budnitz reported DCPP has
identified areas where it is believed to be most likely such an event might occur and other
areas where the possibility might likely be excluded. PG&E’s efforts will be the subject of
considerable review by subsurface oceanographic geologists but the preliminary conclusion
is that an offshore event would not produce a tsunami larger than the ten-meter tsunami in
the plant’s current design basis. The DCISC will continue to review this issue.

Cooperative Efforts Between DCPP and the California Department of Forestry and Fire
Protection (CalFire) – Mr. Linnen stated this review was a follow up to the Committee’s
October 2012 public meeting during which the DCISC was briefed by Fire Chief Robert Lewin
of CalFire on cooperative efforts that were underway between his organization and the plant.
The fact-finding team’s recent visit in November 2013 was a status check on those mutually
supportive activities including: comprehensive monthly joint training now being conducted by
CalFire and the DCPP onsite fire department, which occurs both inside and outside the
protected area; steps taken by DCPP to improve Security access for CalFire for both personnel
and firefighting equipment; the purchase of additional equipment (including technological
rescue equipment and thermal imagery); improvement of the emergency communications
capability between the two organizations with CalFire now having a dedicated line for
announcing emergencies and dispatching support and DCPP having obtained new state-of-
the-art power radios; and to foster shared knowledge and strengthen teamwork. DCPP’s
firefighters have also accompanied CalFire personnel on some of these calls. Mr. Linnen
reported that DCPP has also hired additional firefighting personnel including an Assistant
Chief of Personnel and an Assistant Chief of Training and is engaged with its nuclear industry
peers to address issues and share best practices. The fact-finding team concluded that
considerable progress has been made during the past year.

230kV System Update – Mr. Linnen reported that during plant operation the 230kV System is
the primary source of station electrical power in the event of loss of power from a station
turbine generator and this 230 kV power comes from PG&E’s transmission system offsite. The
issue that DCPP has been facing is that the offsite capacity margin has been decreasing over
the years due to an increase in the demand for electricity in the area, and this issue also
applies to PG&E’s 500kV system. To help address this situation the station has been taking
action to transfer nonessential 4kV equipment to the non vital 4kV buses. The station is also
pursuing the feasibility of installing main generator output circuit breakers onsite which
would allow the 500kV system to become another source of emergency power upon the loss
of power from a station turbine generator. To partially address the situation DCPP is pursuing
a license amendment to replace the current undervoltage relays with more robust relays.
They are also planning to install VAR (voltage, ampere, resistance) compensator devices in
the switchyard that will help address the issue of voltage fluctuations. Finally, the DCISC



representatives noted that this issue requires the involvement of PG&E organizations outside
of DCPP and consequently, when it was discussed onsite during the fact-finding visit, PG&E’s
Corporate Manager of Transmission System Engineering also participated in the discussion.
Dr. Budnitz stated the team concluded the under voltage protection was adequate at present
but because of load growth in the county it would not be adequate in five or ten years when
the plant could expect to experience a greater than normal frequency of under voltage
conditions causing a loss of power. The DCISC fact-finding team concluded that the
appropriate resources are being directed at resolving this issue at the present time and that
the resolution path also appears to be reasonable. The team believes the Committee should
continue to examine this issue at least annually.

DCPP Operating Plan Status – Mr. Linnen stated that with reference to the Operating Plan,
the station will be discussing the implementation of last year’s operating plan during this
public meeting and he deferred discussion of this topic.

Meeting with NRC Senior Resident Inspector.

DCISC Member Dr. Budnitz Discussion with DCPP Director of Station Support Services Ms.
Lynn Walter.

Upon a motion by Dr. Budnitz, seconded by Dr. Lam, the November 20–21, 2013, Fact Finding Report
was unanimously approved and its transmittal to PG&E authorized.

Dr. Lam provided a report on the Seismic Licensing Basis from the fact-finding team’s review during
the January 15–16, 2014, fact-finding visit. Dr. Lam stated the team was tasked to review with PG&E
a letter dated December 20, 2013, from Mr. John Geesman requesting a public presentation from
PG&E at a DCISC public meeting on the state of the current seismic analyses for DCPP including
concerning the 331-page document submitted to the NRC staff by PG&E on seismic comparison
analyses regarding the safe shutdown earthquake. Dr. Lam stated he engaged in a discussion with
PG&E senior management including the Manager of Regulatory Services, the Manager of Seismic
Engineering and the Director of Geosciences and with Chief Nuclear Officer Mr. Halpin concerning
this request. Dr. Lam stated PG&E’s response was that there was insufficient time between the fact-
finding and the public meeting to review the matter and in any case PG&E considers the matter to
be closed and the analyses to have been provided in accordance with the NRC’s request. Dr. Lam
stated he and Mr. Halpin concluded their discussion by agreeing that Dr. Lam would report to the
full Committee on this issue and the matter could be fully discussed by the Committee at that time.
Dr. Lam stated he believed the Committee should further consult with Mr. Geesman to determine
his rationale for the request and to determine whether PG&E technical staff or senior management
have further comments.

Mr. Linnen stated the DCISC has reviewed the seismic capacity of the station for many years and
this issue concerns the propriety of the DCISC acting within its Charter to reach a judgment on the
NRC’s licensing of the plant. Dr. Peterson observed the DCISC’s remit is to assess operational safety
at DCPP not to assess its compliance with NRC regulation or requirements, however, reviewing NRC
requirements and the plant’s actions to demonstrate compliance is relevant to understanding of
safety but is not sufficient alone to reach a judgment about the safety of operations at DCPP. Dr.



Peterson stated that he concurred with Dr. Budnitz that the major structures at the plant have
substantial margin and that, although he could not provide a guarantee he expected the systems,
structures and components would respond to an earthquake as designed. Dr. Peterson observed
that for any type of severe external event, the most critical element is the ability to diagnose the
state of the plant and mitigate unanticipated consequences and he observed the DCISC has made
important contributions in that regard and he commented the NRC does not have the same ability
to independently look at safety outside the scope of its regulations. He concluded therefore that
one of the principal focuses of the Committee should be developing an independent assessment of
the seismic safety of the plant. Dr. Budnitz observed a crucial aspect for him was to examine all the
accident sequences that an earthquake might cause and he has determined through that
examination there are no major pieces of equipment or a major structure that would be expected
to fail during a seismic event nor did he identify any single failure mechanism such that a single
failure would cause unanticipated consequences. Dr. Budnitz commented the NRC does not ask
system-related questions when it reviews the seismic safety of the plant, rather the NRC reviews
items individually to ensure each is safe. Dr. Budnitz stated he concurred that review of NRC
regulations is not within the DCISC’s remit.

The Chair requested Consultant Linnen to continue his report by reporting on the balance of the
items covered during the January 15–16, 2014, fact-finding visit to DCPP with Dr. Lam. Mr. Linnen
reviewed the topics discussed with PG&E during that visit.

Buried Piping and Tanks Program – Mr. Linnen stated the objective of this program is to
ensure the integrity of underground and buried tanks and piping and it had been a number of
years since this program was reviewed by the Committee. The purpose of the fact-finding
team’s review was to obtain an overview of the program, and also to select one system for a
more focused review which was the Auxiliary Saltwater System. Mr. Linnen observed there is
a distinction here between underground piping and tanks and buried piping and tanks. Both
are below ground but those that are classified as “underground” are not in contact with soil.
The program applies to about a dozen systems onsite, the most important of which are
Auxiliary Salt Water, Makeup Water, Diesel Fuel Oil, Fire Water, and Spent Fuel Pool Cooling
and Cleanup Systems. The program consists of corrosion prevention, monitoring, and
proactive repair and it was rated as Green or healthy, in the station’s most recent Plant
Performance Improvement Report. Mr. Linnen stated the Auxiliary Saltwater System is an
important “buried” system that is in contact with soil. The portion in contact with soil
extends from the Intake Structure to the Turbine Building. That portion of the piping has
cathodic protection, which is an impressed, small, electric current for corrosion control. The
discharge piping is mostly encased in concrete except for the buried pipe near the Turbine
Building wall which is epoxy coated. The systems are inspected every fourth refueling outage
with the use of a high definition video feed throughout the entire length of the piping. The
systems’ last inspections, which occurred during refueling outages 1R16 and 2R16, revealed a
few conditions that didn’t require corrective action but will be monitored further in future
inspections.

Deficient Critical Components Backlog Orders and Critical Equipment Clock Resets – Mr.
Linnen reported both of these indicators are reported in the monthly Plant Performance



Improvement Reports. The fact-finding team’s purpose in this review was not only to
examine each of these indicators but to try to determine if they were related. The fact-finding
team determined that the two indicators are not directly related because the first
performance indicator of backlog orders pertains to component deficiencies that do not
impede a component’s ability to fully function. This backlog of orders is reported on a weekly
basis and was rated as Yellow, or deficient, in 70 of the 78 weeks between June 2012 and
December 2013. It was rated as Green, or Good, for the other eight weeks. However, the
general trend of this backlog indicator has been increasing and is related to the aging of
equipment, which has resulted in longer lead times for replacing components. Critical
Equipment Clock Resets are equipment failures that result in any of the following: an
automatic reactor trip, an unplanned entry into a Limiting Condition for Operation, an
unplanned reduction in power greater than 2%, a forced outage, or a report to the NRC. Last
year this indicator was rated as Green or White through July, Yellow, or deficient in August
and September, and Red, or Unsatisfactory in October and November. Because of the
significance of these types of events, the station reports, tracks and analyzes specific events.
The fact-finding team concluded that although the station continues to operate safely the
Committee might consider conducting a more in-depth review of these issues during a
future fact-finding visit.

Unplanned Automatic Reactor Trips (2011 – 2013) – Mr. Linnen reported that unplanned
reactor trips have become so uncommon at DCPP it was decided to look at this aspect of
performance over a longer period of time to see if anything might be concluded. During the
three-year period from 2011-2013, U-1 experienced no such events, and U-2 had three. Mr.
Linnen reported U-1’s last automatic reactor trip was in June 2002 which he characterized as
an outstanding record. The first of the U-2 trips reviewed for the period was in March 2011
and was caused by a steam leak from the gasket of a feedwater heater relief valve which
sprayed water onto a nearby control panel causing a trip of a main feedpump that resulted in
a reactor trip. The station’s extensive review of this event led to greater attention being
devoted to specific gasket materials and torquing requirements. The other two reactor trips
were somewhat similar to each other in that both trips involved moisture on high voltage
systems outside the plant. The first occurred in October 2012 during a light rain when one
phase of a capacitance coupled voltage transformer flashed-over to ground, and the second
occurred in July 2013 during routine hot washing of the 500kV insulators, an activity that is
conducted about every six weeks by an offsite group. The first of these two trips was
determined to have been affected by the insulator’s characteristics, while the second was
preliminarily determined to have been caused by inadequate controls for the offsite
personnel who conducted the periodic washing. The fact-finding team understood at the
time of the visit that this second event was still under review and that it has prompted an
examination of any commonalities between the two recent events. Consequently, the fact-
finding team was unable to draw any additional conclusions from the information available.
The team felt that the Committee should reexamine the issue when more information
becomes available.

Trending Program – Mr. Linnen stated the station compiles an abundance of physical
performance data and reviews trends of various data. These reviews are conducted at



component, system, and station levels and are reviewed in many venues including periodic,
station level, and Plant Performance Improvement Meetings. The results of the reviews have
also been a frequent source of information for the DCISC fact-finding visits. However, Mr.
Linnen stated there is another aspect of trending in which the station also compiles and
trends human performance data. This information is being obtained through observations of
worker performance on the job. It was this second aspect of trending that the fact-finding
team examined during a January fact-finding visit. The Station Trend Report that was
reviewed not only discussed human performance issues identified through the observation
process but it also provided feedback to persons doing the observing regarding where their
observations could be more helpful. Aspects of observed work that were identified as
occasionally needing improvement included: inconsistent behaviors, ineffective ownership
and oversight of processes, inadequate procedural guidance, and inadequate risk analyses
and risk mitigation. In addition, the Trend Report also provided explanations to the observers
of where the quality of the written observations themselves could be improved to better
assist workers in improving performance. It was noted that when worker behaviors were
rated as needing improvement, it was not unusual for the written observation to lack a clear
description of specifically what was lacking in the worker’s behavior. Similarly, when workers
were given high performance ratings the explanations of the bases of the ratings often lacked
clarity. The DCISC representatives felt that the human performance aspect of the Trending
Program provides a good feedback mechanism for enabling personnel to improve
performance and to improve the observation process.

Human Performance Program – The Committee’s prior review of human performance at DCPP
was in May of 2013 and at that time it was noted that continuing station efforts to reduce
human error appeared to be achieving results that were being reflected in an improving
overall station human error rate and a best ever outage human error rate during outage 2R17.
However, the fact-finding team engaged in this review because the most recent Plant
Performance Improvement Report (PPIR) indicated that the performance indicator referred
to as the Station Human Performance Clock Reset, had been rated as Yellow (deficient)
during each month of the period September through November of 2013 and the Human Error
Rate indicator for the Operations Group had been rated as Red (Unsatisfactory) during the
same three-month period. The Human Performance Clock Reset rate that is reported each
month is based upon the number of significant human performance events over the prior 18-
month period and the Human Error Rate is reported each month for the performance over
the prior 12- month period. Mr. Linnen observed that both of these indicators are measures of
sustained performance. The Yellow rating for the Human Performance Clock Reset rate was
based upon the following occurrences during the prior 18-month period: an operator
inadvertently stepping on and breaking a fuel oil line that caused two emergency diesel
generators to be inoperable; an operator inadvertently leaving an Auxiliary Feedwater cross-
tie valve closed at the end of a test; a Maintenance worker apparently bumping a barrier that
had been established for a high radiation area causing the area to be unsecured; and a vital
4kV bus inadvertently deenergized by a Maintenance technician during troubleshooting
activities. The first three of the above events occurred during the fourth quarter of 2013 and
two of those three involved Operations Department personnel. The team felt that the DCISC
should consider reviewing Operations efforts with regard to plant status control and station



performance with regard to component mispositioning in a fact-finding visit during the next
six months.

NRC 2013 Component Design Basis Inspection – This month-long inspection occurred from
mid-June to mid-July during 2013. The purpose of the inspection was to assess the ability of
equipment to perform its required safety function. The inspection focused on risk significant
components in safety related and non-safety-related systems. Mr. Linnen stated the DCISC
team concluded that the station appeared to be responding rapidly and effectively to the
small number of findings of very low safety significance that resulted from this inspection.

Containment Sump Capability During Loss of Coolant Accident – Mr. Linnen reported that the
issue of potential debris blockage of pressurized water reactor sumps in the event of a loss of
coolant accident has been a protracted one for the industry. It dates back to the early years of
DCPP’s commercial operation. It has involved major research, analysis, and testing by the
industry, as well as research and oversight by the NRC. DCPP has made detailed examinations
of the Containment building to identify and evaluate potential sources of debris that could be
created by a loss of coolant accident originating in any of various areas of the Containment
building. In response to these examinations DCPP has made extensive enlargements and
modifications to the containment sump and the associated screens. Since the last fact-finding
visit on this topic in October 2010, no additional physical work has been performed on either
unit. However, PG&E is participating with an owners’ group to determine and pursue a path
to closure on this issue. In May 2013, PG&E submitted a proposed path to closure that
includes a risk-informed approach. The fact-finding team concluded that this approach is
reasonable and the DCISC should review DCPP’s progress on the proposed path to closure.

Corrective Action Program Audit by Quality Verification (QV) – Mr. Linnen reported this audit
was conducted in October 2013 and, overall, the audit team concluded that the Corrective
Action Program had been effectively implemented and was satisfying regulatory
requirements. The major issue of the three findings that were identified was that more effort
needed to be devoted to resolving issues in a timely and complete fashion. Although
corrective actions in general appeared to align well with the identified causes, in some cases
the problems were recurring which tended to indicate that the corrective actions had not
been sufficient. Human performance was the major issue. At the same time, the QV report
noted that human performance had shown an improvement during the most recent refueling
outage (2R17). The DCISC representatives observed that this area of human performance is a
topic that has been and will be of continuing focus in DCISC’s fact-finding visits.

Spent Fuel Inventory Management – This topic will be presented by PG&E this evening and
therefore Mr. Linnen deferred any discussion to later in the meeting.

Meeting with New NRC Resident Inspector Mr. John Reynoso – Mr. Linnen reported Mr.
Reynoso provided information on his background and the DCISC representatives provided
information about the makeup and functioning of the Committee.

DCISC Member Discussion with PG&E Chief Nuclear Officer Mr. Ed Halpin – Dr. Lam discussed
topics examined during the fact-finding visit, the letter from Mr. Geesman and other topics of
mutual interest.



Seismic Licensing Basis – discussed previously by Dr. Lam.

Mr. Linnen reviewed a draft conclusion to the January 15–16, 2014 Fact Finding Report concerning
the issue of the accelerated transfer of spent fuel from the SFPs to the ISFSI which recognized that
there is still ongoing study on this issue with regard to plants located in the Western part of the U.S.
and he requested comments from the Committee. Dr. Lam proposed an editorial correction to refer
to PG&E’s plans as appearing to be in compliance with existing federal regulations and Dr. Lam
observed that the Committee made a recommendation in its 23rd Annual Report asking for further
information on this issue and he further observed that a conclusion in the fact-finding report that
PG&E’s approach appears reasonable may contradict the need for additional information. The
Committee, after further discussion, directed that a reference to PG&E’s approach being reasonable
be changed and replaced with a reference that the Committee finds that the approach is in
compliance with existing federal regulations.

The Chair then invited public comment on the presentations. Mr. John Geesman representing the
Alliance for Nuclear Responsibility was recognized. Mr. Geesman stated he was not requesting that
the Committee assess what standards should be employed but he called to the members attention
the issues he raised in the past over the safe shutdown earthquake criteria and how PG&E was
attempting to amend its license for DCPP to address how to incorporate information about the
Shoreline Fault and to attempt to change its safe shutdown earthquake basis. He stated the NRC
requested that PG&E assemble a table to contrast the Hosgri Fault analysis, and identify where the
Hosgri evaluation varied from the standard review plan which the NRC adopted in 1996, as PG&E
was proposing that the Hosgri criteria be substituted for the double design earthquake as the safe
shutdown earthquake standard for the plant. Mr. Geesman stated his understanding that the 10
CFR 50.54(f) process, which the NRC initiated on March 12, 2012, is intended to apply modern
standards of analysis to the seismic hazard at DCPP. He stated he was unable to discern whether
PG&E is actually doing the analysis although he suspected this was the case and he stated his letter
to the DCISC was to suggest that the Committee seek a progress report on that analysis which
includes a 331-page compilation of deviations from the 1996 standards. He stated that the
controversy over the safe shutdown earthquake standards was a “red flag” as were the non
concurrence report and initiation of the NRC’s Differing Professional Opinion Program by former
DCPP NRC Senior Resident Inspector Dr. Michael Peck, as well as the report of the California Public
Utilities Commission’s (CPUC) Independent Peer Review Panel which criticized the ground motion
characterization assumption in the Senior Seismic Hazard Analysis Committee (SSHAC) analysis. He
stated he was not asking the Committee to engage in second guessing any of these issues but
rather to intensify its scrutiny of the seismic review being performed by PG&E. He remarked there
were also a number of other red flags including criticism based on a lack of data in the NRC’s
research and in an information report issued in the fall of 2012 addressing the Shoreline Fault. Mr.
Geesman stated his belief that it was reasonable to ask PG&E to provide a public status report on
their analysis and response to various institutional criticisms.

Dr. Lam stated that when he met with PG&E’s Chief Nuclear Officer, Mr. Ed Halpin, and senior DCPP
plant staff during the recent fact-finding visit it was reported the 331-page table was submitted in
response to the NRC’s request for information, is a public record, and that the NRC has not



requested any additional information and therefore the plant is not doing anything further and
considers the matter to be closed. Mr. Geesman stated that he found this to be an extremely
legalistic response on the part of PG&E and he stated the matter is not one of legal compliance but
of technical analysis. Mr. Geesman stated that while he respects Mr. Halpin he believes there is a
cultural problem at DCPP in how seismic considerations are taken into account including a certain
lack of acceptance concerning the likelihood of a large earthquake affecting the plant. Dr. Lam
remarked it might be of benefit for Mr. Geesman to also make his request for a status report to the
NRC. Dr. Budnitz observed the plant has engaged the best available contractor and is now redoing
the seismic PRA and that this process involves, in addition to the hazard analysis in the SSHAC
context, an assessment of how big the earthquake spectrum will be as a function of how frequently
an earthquake may occur and a reexamination, as well as a realistic analysis, of the seismic capacity
of every safety-significant structure and component. Dr. Budnitz concluded that when the seismic
PRA reevaluation and the SSHAC process are complete they will both be thoroughly reviewed.

Mr. Geesman remarked that the Shoreline Fault remains an unknown contributor. Dr. Budnitz
agreed but he stated that unless the preliminary judgments of the Shoreline Fault are completely
erroneous the Shoreline Fault would not produce ground motion large enough to threaten his
previously stated conclusion. Mr. Geesman observed that at the October 2012 DCISC public meeting
Dr. Budnitz opined that the SSHAC Level 3 process review may be compromised if data from
offshore investigations is not part of the process. Dr. Budnitz replied he still believes that to be true
but the compromise is not fatal to the process provided other information is adequate. Mr.
Geesman observed this was yet another red flag.

Dr. Lam observed that a pro forma presentation by PG&E as a reluctant participant would not likely
advance Mr. Geesman’s purpose or resolve his concerns and it might be of some benefit if Mr.
Geesman were to narrow his request and make it more specific. Dr. Budnitz observed that his
concern does not go to whether the plant meets federal regulations but rather if it is strong enough
to withstand any earthquake and still be safe. Mr. Geesman stated that by way of narrowing his
request he would consider requesting that PG&E present to the DCISC at its next public meeting the
company’s response to the CPUC Independent Peer Review Panel’s report and upon Dr. Lam’s
request he stated he would provide that request to the DCISC in writing.

Ms. Sherry Lewis, a representative Mothers for Peace was recognized. Ms. Lewis observed that
when the NRC or PG&E stated that it is not cost effective to transfer spent fuel from wet storage in
the spent fuel pools to dry cask storage, their conclusions are not detailed or documented. Dr.
Budnitz observed that the Committee has not seen detailed or documented justification for the
conclusion but would review it if provided. Ms. Lewis stated she believed it to be within the DCISC’s
remit to make the requests of PG&E and the NRC, as Mr. Geesman asked the Committee to do. Dr.
Lam responded and stated the Committee’s deliberations require consideration of multiple
interests and the plant has stated to him during fact-finding that it considers the matter closed and
the request of the NRC to be fully met. Dr. Lam stated he recognized and appreciated Mr. Geesman
interests but the DCISC should not compel an unwilling participant to do something it considers not
to be necessary.



The Chair observed that Mr. Wellington had advised concerning administrative, regulatory and legal
matters that there was no current information which would require a report at this public meeting.

VIII Correspondence

Copies of correspondence sent and received at the office of the Committee's Legal Counsel
since the last public meeting of the Committee in October 2013 were included with the public
agenda packet for this meeting.

IX Discussion By the Committee

Report on Attendance at the November 21 and December 18, 2013, Meetings of the State
Water Resources Control Board’s Review Committee for Nuclear Fueled Power Plants Concerning
Alternatives to Once-through Cooling at DCPP.

Dr. Peterson reported that DCISC representatives attended meetings of the State Water Resources
Control Board (SWRCB) Review Committee for Nuclear Fueled Power Plants (RCNFPP) on
November 21, and December 18, 2013 and will be closely following any recommendations from the
RCNFPP concerning the elimination of once-through cooling or the employment of alternate
technologies as those matters may affect DCPP.

X Adjourn Afternoon Meeting

The Chair adjourned the afternoon meeting of the DCISC at 6:00 P.M.

XI Reconvene For Evening Meeting

Dr. Peterson convened the evening meeting of the DCISC at 6:10 P.M.

XII Committee Member Comments

There were no comments by any Member at this time.

XIII Public Comments and Communications

Dr. Peterson invited any member of the public to attend this public meeting and to address
comments to the Committee.

Ms. Sherry Lewis was recognized. Ms. Lewis stated she was a member of Mothers for Peace and
that she wished to address issues concerning probabilistic seismic hazard analysis. She commended
the DCISC to a book by Mr. Robin McGuire entitled Seismic Hazard and Risk Analysis and she
remarked that upon review she came to perceive a flaw in the system of seismic hazard analysis
involving the quantification of the loss or damage as a result of seismic events. Ms. Lewis stated
there is a distinction between damage and loss and she stated a nuclear accident is qualitatively
different from fire, flood or earthquake in context of damage or loss due to the tremendous
replacement cost of returning the affected area to its previous state. She stated no insurance is
available to cover such losses and the element of the time required, perhaps the entirety of human



eternity, must be considered. Ms. Lewis stated the SSHAC studies are valuable and they feed into
the cost-benefit decision making analysis but the long-term effect of nuclear devastation is
unknown but is critical to any cost-benefit analysis. Ms. Lewis stated her opinion that the nuclear
industry and the NRC are ignoring the extreme, qualitatively different, consequences of a nuclear
accident. Dr. Budnitz observed that Mr. McGuire is universally respected in the field of seismic risk
analysis. Dr. Peterson remarked that 20,000 persons lost their lives as a result of the March 2011
earthquake and tsunami in Japan and it is necessary to also consider the potential global
consequences associated with irreversible changes in carbon dioxide concentrations in the earth’s
atmosphere in considering the question of whether to continue to operate aging nuclear or coal
power plants and which of these should be shut down first. Dr. Peterson stated that the role of the
DCISC is to assure that, for so long as DCPP continues to operate, it is operated as safely as humans
can do so and in accordance with the best possible standards. Dr. Lam remarked he found Ms.
Lewis’ participation in the DCISC proceedings to be very valuable.

XIV Information Items Before the Committee

The Chair introduced Mr. Cary Harbor, Director of Compliance and Risk at DCPP and who will
introduce the PG&E presenters this evening and assist and respond to Committee inquiries. Mr.
Harbor thanked the members of the public for attending and for their interest and he introduced
Mr. Jim Welsch, the Station Director at DCPP to make the evening’s first presentation. Mr. Harbor
reported Mr. Welsch has more than thirty years of nuclear industry experience. Mr. Welsch has held
leadership positions in Operations and Training organizations and holds a Senior Reactor Operator’s
license and holds a Bachelor’s Degree in Nuclear Technology.

Update on Plant Events, Operational Status and Performance Indicators.

Mr. Welsch stated in his presentation he would provide an update on the plant’s operational status,
operational highlights, and a review of upcoming key station activities. He reported U-1 entered
1R18 as scheduled and U-2 is currently at 100% power. U-1 operated safely throughout the period,
reducing power to 50% on two occasions to repair a feedwater pump and to perform seawater
tunnel cleaning for marine growth. U-2 operated safely throughout the period, reducing power to
50% to perform seawater tunnel cleaning, and safely shutting down once when a 500kV lightning
arrestor flashed to ground.

During the period following the last meeting of the DCISC in October 2013, Mr. Welsch reported
INPO conducted its renewal of accreditation for six Operations training programs; a successful NRC
Force-on-Force drill was conducted with one non cited violation associated with drill equipment;
and the U-1 Emergency Diesel Generator (EDG) major maintenance outage windows were
completed on all three U-1 EDGs. The NRC also issued its End-of-Cycle Report which found DCPP
continues to be operated in a manner that supports public health and safety.

Mr. Welsch reviewed upcoming station activities including completion of 1R18 in mid-March, the
Nuclear Industry Evaluation Program evaluation on April 7, 2014, and a comprehensive self-
assessment of Maintenance and Technical Training scheduled for May 12, 2014. In response to Dr.



Lam’s inquiry, Mr. Welsch and Mr. Harbor stated the Nuclear Industry Evaluation Program assists
the station in understanding the effectiveness of the Quality Verification (QV) organization’s
assessment programs. Industry personnel from other plants come to DCPP to provide a peer review
of its quality programs. In response to Dr. Lam’s question concerning any issues of concern, Mr.
Welsch replied every refueling outage provides an opportunity for discovery and requires a strong
questioning attitude and conservative decision making philosophy on the part of DCPP personnel.
He remarked senior managers and directors are spending significant amounts of time in the plant
and in the field to build stronger engagement and relationships. In response to Dr. Lam’s inquiry
concerning fostering collaborative relationships and a culture conducive to safety, Mr. Welsch
stated the entire DCPP leadership team, managers and directors have completed the Facility of
Leadership Program which stresses collaborative, receptive and flexible leadership principles and
the importance of engaging in a dialogue on standards and self-accountability. Dr. Budnitz
remarked that the last refueling outage for U-2 was very successful and Mr. Welsch replied that
while DCPP was proud of that performance there is always room for improvement.

Mr. Harbor requested the Manager of Regulatory Services at DCPP, Mr. Tom Baldwin, to make the
next presentation to the DCISC. Mr. Harbor stated Mr. Baldwin has more than 25 years’ experience
in the nuclear industry as a professional engineer in leadership positions in Operations, Engineering
and Regulatory Services and holds a Senior Reactor Operator’s license.

Licensee Event Reports, Review of NRC Notices of Violations, and NRC Performance Indicators.

Mr. Baldwin reported his presentation would cover the time between October 2013 and January
2014. In summary he stated all NRC performance indicators meet NRC green performance
expectations. There were two violations of very low safety significance reported since the last
DCISC public meeting in October 2013. He stated his presentation would cover more than four
months of NRC inspections involving more than 1,000 hours of the NRC inspectors’ time.

Mr. Baldwin reviewed a chart which summarized the NRC Performance Indicators that all nuclear
stations report every quarter. Mr. Baldwin stated that DCPP continues to meet all NRC performance
indicator thresholds and sets more rigorous thresholds for the Performance Indicators than the
thresholds set by the NRC and monitors those on a continuous basis in order to enter any area of
declining performance into the Corrective Action Program before it can impact the performance on
the NRC indicators. The NRC Performance Indicators, which are also available to members of the
public on the NRC’s website, include:

Unplanned Scrams per 7,000 Critical Hours.

Unplanned Power Changes per 7,000 Critical Hours

Unplanned Scrams with Complications

Safety System Functional Failures

Mitigating Systems Performance Index, Emergency AC Power System

Mitigating Systems Performance Index, High Pressure Injection System



Mitigating Systems Performance Index, Heat Removal System

Mitigating Systems Performance Index, Residual Heat Removal System

Mitigating Systems Performance Index, Cooling Water Systems

Reactor Coolant System Activity

Reactor Coolant System Leakage

Drill/Exercise Performance

Emergency Response Organization Drill Participation

Alert & Notification System

Occupational Exposure Control Effectiveness

Radiological Effluent Occurrence

Mr. Baldwin reported during the period October 2013 – January 2014, there were four Licensee
Event Reports (LER) submitted to the NRC by PG&E as follows:

LER 1-2013-006-01, issued January 30, 2014, for U-1 EDGs Valid Start Signal Due to Loss of
Startup Power. This event occurred on August 14, 2013, due to a maintenance inadequacy
performed by the manufacturer on a switch in the start-up transformer. Maintenance
practices have been revised and the event was of very low safety significance in that all EDGs
were ready and available and the plant remained online in Mode 1 operation.

LER 1-2013-007, issued December 12, 2013, for U-1 Auxiliary Feedwater Actuation Due to a
Main Feedwater Pump Trip. This event occurred on October 14, 2013, due to unexpected loss
of one of unit’s two secondary non safety-related main feedwater pumps during calibration
of a secondary non safety-related relay during which the relay actuated and deenergized a
power supply that stopped a pump supplying control oil pressure to the main feedwater
pump. A backup pump started but failed to come up to speed and pressure quickly decreased
due to a degraded backup oil pressure accumulator. All systems responded as designed and
U-1 reduced power to 50%. In response to Dr. Budnitz inquiry Mr. Baldwin confirmed there
was prior operating experience from the 1990's concerning these particular relays as being
very sensitive to inadvertent tripping while being maintained. DCPP has incorporated a bypass
of their protective function into its maintenance procedures.

LER 1-2013-008, issued January 16, 2014, for U-1 Technical Specification 3.3.4 Not Met Due to
Inoperable Remote Shutdown System Function. This event occurred on November 19, 2013,
when technicians performing maintenance discovered that a control power fuse was in the
wrong position such that the control circuit providing one method of allowing local operators
to close a breaker would not have functioned to allow the breaker to close. The operators
could have mechanically closed the breaker which would have taken a few minutes longer.
Mr. Baldwin stated this was related to a backup system for an extraordinary event in which
operators would have to evacuate the U-1 Control Room and shut down the plant from a
remote location. The fuse had been incorrectly restored to its position during a prior refueling
outage. Mr. Baldwin stated the safety significance of this event was extremely low as both



the other EDGs were properly configured and available.

LER 2-2013-005-01, issued November 21, 2013, for U-2 Reactor Trip due to Lightning Arrester
Flashover. This event occurred on July 10, 2013, during the process of intentionally washing
salt and dirt off of insulators to prevent a flashover. A mist formed around the lightening
arrester and provided an electrical pathway across the arrester to ground. The plant control
systems recognized the activity and isolated the output of the operating power plant and the
Reactor Protection System automatically shut down the U-2 reactor. All systems responded
as designed and the plant shut down to Mode 3. In response to Dr. Peterson’s question, Mr.
Baldwin stated when the plant is at 100% power, or any level above 50% power, the sequence
of trips involved will lead to a reactor trip as well as a generator trip and a turbine trip. Dr.
Peterson stated it would be preferable to have the capability to survive a 100% load rejection
and Dr. Budnitz opined that, although Dr. Peterson was correct, in that situation a reactor trip
was essentially inevitable. Mr. Baldwin stated that the Reactor Control System would trip the
reactor automatically anytime above 50% power upon a turbine trip. He confirmed at lower
power levels a 100% load rejection might not result in a reactor trip. Mr. Baldwin confirmed, in
response to Dr. Lam’s observation, that LER 2-2013-005-01 was a supplemental report to a 60-
day reportable event which addresses corrective actions which include not hot washing the
insulators when the plant is operating at power. In response to a question from Consultant
Linnen, Mr. Baldwin stated he was not familiar with other lightening arrester flashover
events. However, insulator flashovers do occur in the Transmission System.

Mr. Baldwin reported during the period October 2013 to January 2014 the NRC identified two items,
characterized as Non Cited Violations (NCVs), both of which were rated as Green, that is, to have
had a very low safety significance. He reviewed and discussed these with the Committee.

NCV (Green) – Failure to use procedures to perform corrective maintenance on Emergency
Diesel Generator 1-1. (C-C Aspect H.4(a) Human Error Prevention.) The violation occurred on
April 24, 2013, and involved a small fuel oil leak on one EDG. Operators tightened a fitting and
stopped the leak and refilled the fuel oil priming tank but the EDG subsequently took seven
seconds longer than required to come up to its required speed. Work procedures were not
followed in performing the repair to verify that the EDG was fully ready.

NCV (Green) – Valid EDG 2-1 start caused by loss of 4kV Class 1E Bus G (C-C Aspect H.4(a)
Human Error Prevention.) This violation was discussed previously with the DCISC as a LER was
submitted. The NRC identified a failure to follow written work procedures and processes.

Mr. Baldwin summarized and reported the NRC issued the following Inspection Report during the
October 2013 – January 2014 period:

Integrated Inspection Report (2013-004, 11/1/13)

Mr. Baldwin concluded his presentation by remarking all NRC performance indicators meet NRC
green expectations and cross-cutting performance remains good, with no cross-cutting themes
identified in the 2013. Dr. Peterson thanked Mr. Baldwin for his presentation.



Mr. Harbor introduced the Director of Nuclear Projects, Mr. Jearl Strickland, and reported Mr.
Strickland has held leadership roles in Engineering and has more than thirty years’ experience in the
nuclear industry. Mr. Strickland is a registered professional civil engineer.

Report on Potential Implications of Accelerating the Movement of Spent Fuel from the Spent Fuel
Pools to the Independent Spent Fuel Storage Installation and Decreasing the Final Inventory in the
Spent Fuel Pools.

Mr. Strickland stated that this is the beginning of his thirty-fifth year with PG&E and for most of
that time he has been associated with DCPP, including involvement with the development of the
plant’s dry cask storage program and the first two loading campaigns. He displayed a photo of the
plant and indicated the sites of both Units, the Fuel Handling Building and the ISFSI. He reported
that U-1 is licensed to operate until 2024, U-2 is licensed to operate until 2025, and the ISFSI has a
separate site-specific license which expires in 2024. Mr. Strickland observed DCPP produces
approximately 20% of the total power produced by PG&E. He displayed a photo of one of the spent
fuel pools and reported that every 18-20 months, when the plant enters a refueling outage, about
one-third of the fuel in the reactor being refueled is replaced which constitutes 64-65 fuel
assemblies. Fuel is permitted to remain in the reactor for three operating cycles, which is
approximately five years, before it is no longer considered suitable for power production and is
moved into the plant’s wet spent fuel storage system. The spent fuel pools at DCPP are founded on
a rock base with heavily reinforced concrete walls which are four to six feet thick. He indicated on
the photo the grid-type spent fuel racks which are located in the pools with each opening in the
grid accommodating one fuel assembly.

Mr. Strickland reported the original design of the DCPP spent fuel pool racking system was
premised upon the federal government collecting and reprocessing spent fuel and, on that basis,
capacity was provided for approximately one and one-half cores. However, in the late 1970's, prior
to DCPP commencing commercial operation, the U.S. ceased its fuel reprocessing program and in
1982, with the passage of the Nuclear Waste Policy Act, the U.S. Department of Energy assumed
responsibility for spent fuel and committed to the development of a federal repository. When DCPP
commenced commercial operations a new racking program was developed which considered the
thermal effects of additional fuel as well as the shielding and dose requirements associated with
having additional fuel in the spent fuel pools. Mr. Strickland reported this is the configuration the
pools currently have today. As it became apparent the federal repository at Yucca Mountain,
Nevada would not be completed as projected, in the 1999-2000 time period PG&E made a decision
not to rerack the spent fuel pools further but to develop a Dry Cask Storage Program which could
accommodate all of the fuel that would be discharged from both DCPP units for a 40-year license
life.

Mr. Strickland displayed a photo of the dry cask storage system which is manufactured by the
Holtec International firm. The system consists of a multipurpose canister, constructed of stainless
steel and filled with helium gas before being welded shut, to package the fuel for interim storage
and subsequently for transportation to a federal repository. The multipurpose canister is then
stored in an overpack consisting of two, one-inch thick, steel vessels with 28 inches of high-density



concrete between the two vessels to provide additional shielding and protection. At DCPP the casks
are each anchored to an embedded structure in the foundation in consideration of the plant’s
location in a region of high seismic activity. Mr. Strickland displayed a photo of the ISFSI site and
stated it can accommodate a total of 138 casks. He reported that two of a total of seven
foundations have now been constructed which provide a current capacity for 38 casks. As the
development of Yucca Mountain ceased, PG&E has made a decision to proceed with development
of the other five foundations during 2014 and has entered into a contract with Granite Construction
to do this work. Accordingly, the spent fuel loading campaigns will resume during 2015.

Mr. Strickland displayed a graph showing the Spent Fuel Pool Fuel Rack Demand and Forecast for
U-1 which illustrated the amount of fuel in the U-1 Spent Fuel Pool over time, without a license
renewal from the NRC for U-1. He reported that, to date, approximately one-third of the spent fuel
from each unit is now in each respective spent fuel pool and two thirds of the DCPP spent fuel
inventory is in dry cask storage. In 2015, the plant has plans to load nine casks and in 2016 another
eleven casks and Mr. Strickland reported that by 2016 the plant will have reached the minimum
level required for keeping fuel in the spent fuel pools to be able to remain in compliance with the
commitments required by the NRC associated with its Security Order B.5.b issued in the aftermath
of the September 11 terrorist attacks to address response by U.S. nuclear plants to develop
mitigating strategies to beyond design basis type events. Following 2016, dry cask loading
campaigns will be conducted every other year.

In response to Dr. Budnitz question as to what would represent the fastest campaign to achieve
maximum movement of fuel from the spent fuel pools, Mr. Strickland agreed that the answer is
predicated on the minimum number of older assemblies required to remain within the spent fuel
pools. Dr. Budnitz inquired whether the technical basis for that minimum number might be subject
to modification and Mr. Strickland replied the number was determined in accordance with the
NRC’s B.5.b Security Order which requires nuclear plants to use a checkerboard pattern which
places an older, colder (less radioactive) assembly on each side of an assembly which has been
freshly released from the reactor. With 193 fresh assemblies in each reactor, DCPP needs to retain
the ability to put an assembly on each side of each of those 193 assemblies. Mr. Strickland observed
that changing this requirement would require additional thermal analysis to compare the efficiency
of having air between the assemblies. Dr. Budnitz stated that perhaps another structure, similar to a
fuel assembly in mass, might be capable of performing the same thermal function and Mr.
Strickland agreed this idea might be worthy of further investigation. Dr. Budnitz further observed
that the older fuel assemblies do not generate significant heat and perform a thermal inertia
function but he observed there was a certain conservatism in the analyses which DCPP was required
to make which might be revisited as the value of the thermal estimates for the fresh fuel assemblies
might be conservative and would be dependent upon the time an individual assembly had been in
the reactor core and where it was located within the core. Mr. Strickland replied that in order to do
a revised, detailed, set of thermal calculations such as that suggested by Dr. Budnitz, a contract
would be required with a company such as the Holtec firm. Dr. Budnitz stated he was not convinced
of the safety benefit of such an analysis but it would be positive.

Mr. Strickland observed that both wet and dry spent fuel storage systems are, in his opinion, safe



but he stated he was a proponent of dry cask storage and he observed that the additional twenty
casks now planned to be loaded in the next two years represent significant progress toward
increased dry cask storage at DCPP. Mr. Strickland reported that the time required to acquire new
casks from Holtec is currently two and one-half years and DCPP already acquired the casks required
for its 2015 loading campaign.

Dr. Lam reported that during his service as an Administrative Law Judge with the NRC he sat on the
licensing board that approved the license for the DCPP dry cask storage system and he wrote the
unanimous decision which affirmed the safety principles which have been used in the design,
manufacture and installation of the dry cask storage system at DCPP.

Mr. John Geesman was recognized. Mr. Geesman stated he spoke on behalf of Alliance for Nuclear
Responsibility and that while he admired Mr. Strickland’s expertise he believes PG&E has not met its
responsibility to provide an adequate response to the DCISC’s second recommendation in its 23rd

Annual Report to provide an estimate of the annual rate that would accomplish the objective of an
accelerated transfer of spent fuel at DCPP from wet to dry storage. Mr. Geesman stated in Mr.
Strickland’s presentation the number of casks the plant expects to load was increased from the
information previously reported to NRC inspectors in April 2103, from what Chief Nuclear Officer
Halpin reported to the CPUC in August of 2013, and from what Mr. Loren Sharp of PG&E testified to
in November 2013. Mr. Geesman observed the first two pads will reach capacity by 2017 and the
plans thereafter will barely exceed the need for one additional pad by 2025. This pace, which he
described as casual, would leave 73 to 79 of a potential total of 138 casks undeployed and more
than half the capacity of the concrete pads unutilized in 2025. Mr. Geesman stated that perhaps the
heat loading capacity of the new casks might be something which could be considered for
modification by a license amendment request to the NRC. He observed that Southern California
Edison testified before the CPUC in November that it is seeking such an amendment for SONGS in
order to accommodate higher burn-up fuel and expects to be able to reduce the cooling period
from what has been estimated to be as long as 15 years. He further observed that PG&E has a
License Amendment Request pending with the NRC which indicates PG&E believes a cooling off
period of five years might serve as a baseline assumption. However, Mr. Geesman stated that what
PG&E is politely telling the Committee and the public is that “we don’t have to do this, we don’t
want to do this, and you can’t make us to this.” Mr. Geesman closed his comments by stated that
the DCISC should recommend that PG&E comply with the recommendation of the CEC that the
transfer of spent fuel from wet to dry storage be accelerated, consistent with NRC regulations, as
rapidly as possible.

Ms. Jane Swanson was recognized. Ms. Swanson stated she spoke on behalf of Mothers for Peace
and she thanked Mr. Geesman for his remarks. She posed two questions to Mr. Strickland, which
she remarked Mothers for Peace has asked repeatedly but has yet to receive a satisfactory answer.
She inquired as to the definition of high burn-up fuel and whether PG&E has a specific definition of
high burn-up fuel and she inquired in what year did DCPP start using high burn-up fuel. Dr. Budnitz
replied that it was his understanding the DCPP has never used high burn-up fuel as that term is
commonly understood within the nuclear industry. He remarked, however, that the term “high
burn-up fuel” is based upon a relative concept as the composition and performance of nuclear fuels



has changed over time.

Dr. Lam, in response to Mr. Geesman’s comments, stated he did not believe the DCISC was in a
position to compel compliance by PG&E but should continue to request an evaluation of the
circumstances by which PG&E would be able to accelerate development of a limiting analysis of
DCPP’s capacity to move spent fuel from wet to dry storage. Dr. Budnitz observed that little
difference is achieved by moving older fuel into dry cask storage but that analysis would change if
fuel that is seven or eight years old is moved from the spent fuel pools to dry cask storage.

Dr. Peterson stated the first key element to ensure the NRC requirements are met is to have a
sufficient number of older fuel assemblies to place next to each freshly offloaded fuel assembly in
the pattern required by the NRC in the spent fuel pools and that currently the required number is
772 fuel assemblies. He stated he believes the most rapid trajectory DCPP could achieve to reach
this number is in accordance with the plant’s commitment to reach that level by 2016. For that
reason, Dr. Peterson stated his belief that PG&E has now provided a sufficient response to R13-2,
the second recommendation in the DCISC 23rd Annual Report. Dr. Peterson remarked the 772
number might be subject to further review but the reduction planned by DCPP by 2016 is about the
fastest it could be reached. Dr. Peterson commented the DCISC may want to review its next steps
with respect to the longer, post-2016, trajectory of fuel movement. Dr. Budnitz stated that he
believed the B.5.b policy objectives might be reviewed without reliance on 772 as the number of
required assemblies and that this review should be based upon a risk to benefit analysis. Dr.
Peterson remarked that PG&E’s commitment to complete all the concrete pads and the reported
rate of reduction through 2016 means that the Committee can proceed to close out the matter of
DCPP’s response to the second recommendation in the 23rd Annual Report while continuing to
review the correctness of the policy going forward after 2016.

Mr. Strickland stated that Mr. Geesman was correct in his observation that the numbers of casks
reported by PG&E as planned to be loaded has changed over time as PG&E continues to review its
ability to reduce fuel assemblies in the spent fuel pools to minimum numbers by 2016. Mr. Strickland
reported that 45-gigawatt day per metric ton of uranium is the standard definition of the fuel DCPP
is licensed by the NRC to use. He stated that it was during the third refueling outages that the
duration of the operation cycle was increased which placed the type of fuel required to be used into
the higher burn-up category and accordingly most of the fuel at DCPP is higher burn-up fuel, based
upon a definition of 45-gigawatt day per metric ton. Mr. Strickland observed DCPP uses a
regionalized storage system with 32 fuel assemblies in each multipurpose canister, with younger
fuel placed in the center of each canister and older fuel around the perimeter for purposes of
shielding and heat transfer. Mr. Strickland stated that if the license amendment referenced by Mr.
Geesman is granted, DCPP would have the ability to load higher burn-up fuels and in order to get
the license amendment in a timely manner DCPP has limited its loading capabilities to date to low
burn-up fuel. He remarked the Holtec firm is also refining its cask design to provide for loading
higher burn-up fuel and to shorten the length of time for moving fuel from wet to dry storage.

Dr. Lam requested and Mr. Strickland agreed to provide a table showing the Spent Fuel Pool Rack
Demand and Forecast for U-2 as a supplement to PG&E’s response to R13-2, the second



recommendation in the 23rd Annual Report.

Mr. Geesman was recognized on behalf of Alliance for Nuclear Responsibility and he recommended
that the DCISC evaluate and review Southern California Edison’s Irradiated Fuel Management Plan
for SONGS which will be part of the public decommissioning plan for that plant and stated his
believe that this plan represents the best benchmark of PG&E’s performance. Dr. Peterson
remarked that the SONGS Irradiated Fuel Management Plan would likely not apply to DCPP
because the trajectory achieved at DCPP by 2027, when the plant no longer has fresh fuel being
generated, would result in no longer having the same requirement to maintain a minimum
number of fuel assemblies in the spent fuel pools but Dr. Peterson observed there may be other
information of value in the SONGS plan and Dr. Peterson requested this be added as an item for
the DCISC to review.

Dr. Budnitz remarked the figures discussed were predicated on a 40-year license for DCPP and he
commented that the probability that the plant’s license will end at the end of 40 years is not 100%
and there is still a proceeding before the NRC which would license the plant for an additional 20
years.

Mr. Geesman was again recognized and he stated that by California’s historical standards DCPP was
a rapidly aging plant approaching the end of its actuarial survivorship projection in that California’s
other seven nuclear power plants achieved much shorter operational periods relative to their
respective license expectancies.

Dr. Peterson stated he appreciated PG&E’s commitment to provide additional information on its
plans for fuel movement for U-2 and he commended PG&E for making a decision to build the
remaining concrete pads and to commence accelerated efforts, at least for the next three years, to
move spent fuel from wet to dry storage as those efforts will undisputedly make DCPP safer.

XV Adjourn Evening Meeting

The Chair adjourned the evening meeting of the Committee and reported the meeting would
reconvene at 8:30 A.M. on February 13, 2014.

XVI Reconvene For Morning Meeting

The February 13, 2014, morning public meeting of the Diablo Canyon Independent Safety
Committee was called to order by its Chair, Dr. Peterson at 8:30 A.M. Dr. Peterson welcomed those
persons present in the audience and watching the proceedings on live streaming video. Dr.
Peterson requested any of the members who wished to make remarks to do so at this time. There
was no response from the public to this invitation.

XVII Committee Member Comments

Consultant Linnen observed that DCPP provided a status report on its spent fuel pool inventory
management plans during the evening presentation on February 12, 2014, which included an



accelerated reduction of the spent fuel inventory in the spent fuel pools to a level of 736 older
bundles by 2016. He suggested a conclusion be incorporated in the January 15–16, 2014 Fact Finding
Report that PG&E’s current plans for accelerating the reduction of its spent fuel pool inventory to
a level of 736 bundles in each pool by 2016 appears reasonable and the Committee will continue to
follow this important area. Dr. Budnitz observed that this conclusion covers the next two years and
he believed DCPP had made every effort to expedite the transfer through 2016 but it would be
important to review the plans for the years following 2016.

Dr. Lam observed the official response from PG&E to R13-2, the Committee’s second
recommendation in its 23rd Annual Report, would benefit from a supplemental response
addressing the limit of the number of cold spent fuel bundles in the spent fuel pools by the end of
2016 and to address the concerted effort being made by PG&E to construct the additional pads
required to expand dry cask storage. Dr. Lam stated he discussed this augmented response to R13-
2 with Mr. Harbor and Mr. Strickland and PG&E is willing to provide a supplemental response to
R13-2. Mr. Harbor confirmed that was the case and Dr. Lam stated he wanted the record of this
meeting to reflect his discussions with DCPP staff.

Dr. Peterson inquired whether PG&E could address the one item remaining from the report on the
December 10–11, 2013, Fact Finding Report presented on February 12, 2014, concerning information
on plans to provide flexible operations to address issues of load following which PG&E believes
may consist of potentially proprietary information. Mr. Harbor requested additional time to
review this issue. Dr. Peterson observed the Committee approved the balance of the report and
would defer approval of the portion of the report on load-following to the June 2014 public
meeting. Dr. Budnitz remarked that as proposals for load following emerge it is important for the
Committee to review them as there are short term safety implications involved.

Following public comment (below) upon a motion by Dr. Peterson and a second by Dr. Lam the
January 15–16, 2014 Fact Finding Report, subject to amendment by inclusion of the text provided by
Consultant Linnen concerning spent fuel pool inventory management, was unanimously approved.

XVIII Public Comments and Communication

The Chair reviewed the protocol for addressing comments to the Committee for matters on
and not on the agenda and invited any member of the public present to address the Committee on
matters not on the agenda for this public meeting and invited any comments from members of the
public who wished to address the Committee to do so now.

Ms. Rochelle Becker was recognized. Ms. Becker stated she represents the Alliance for Nuclear
Responsibility and she remarked that when responding to earlier comments and questions from
members of the public the Committee stated that it did not have the power to require or force
PG&E to do anything. She remarked she was familiar with the DCISC’s Charter from the CPUC,
having been involved with issues concerning the DCISC since its inception. Ms. Becker observed
that the DCISC’s Charter did not prevent it from providing a list of the Committee’s
recommendations to PG&E, similar to what the CEC provides in its Integrated Energy Policy Reports,



and it would be helpful if the DCISC Annual Report were to contain a list of recommendations made
each year by the Committee as the public could then take those recommendations and educate
legislators and oversight agencies as to the DCISC’s recommendations to PG&E and she
recommended to the Committee that such a section be included in every Annual Report.

Dr. Peterson remarked that perhaps all the DCISC recommendations might be posted to the
website or made readily available in some other format. Dr. Budnitz observed the Committee’s
threshold for making a recommendation normally results in only two or three recommendations in
any single year and he observed that perhaps the Committee might consider reevaluating that
threshold.

XIX Information Items Before the Committee

Dr. Peterson introduced Mr. Cary Harbor, Director of Compliance, Alliance and Risk at DCPP
and asked Mr. Harbor to introduce the next presenter to the Committee. Mr. Harbor thanked the
members of the public present and those who attended the February 12, 2014, public meeting
sessions and stated PG&E appreciated their input. Mr. Harbor then introduced Mr. Kenneth R.
Pazdan, Manager of Construction Maintenance at DCPP. Mr. Harbor stated that Mr. Pazdan holds a
Bachelor’s Degree in Mechanical Engineering and has more than 30 years of nuclear experience
including a leadership role in Maintenance Construction.

Status and Plans for Implementing the Personnel Seismic Safety Action Plan.

Mr. Pazdan stated he would be discussing the plant’s Seismic Safety Action Plan during his
presentation and he described that plan as robust. He remarked he has had many discussions with
Dr. Peterson concerning the development of the plan. Mr. Pazdan reported DCPP continues to
effectively implement its plan of action to close the gaps related to office seismic safety. He
reported the Seismic Safety Action Plan continues to focus on improvements in five areas of the
program:

Office equipment located within time-critical response travel routes are properly secured.
(Complete) – Mr. Pazdan stated DCPP worked with the Operations group in this effort to
evaluate routes which would be used if it were necessary to safely shut down the plant in the
event of an emergency. All obstacles have either been restrained or removed and he
remarked the preference was to remove an obstacle whenever possible.

Benchmarking of California’s best performing industrial facilities in Office Seismic Safety
(Complete).

Development of an Office Seismic Safety guidance policy and action plan (Complete).

Communication to station personnel of the Guidance Policy (Complete) – The roles,
responsibilities, actions, and expectations regarding seismic safety are aligned on the station’s
internal website with the section on DCPP policies.

Comprehensive station walk downs (Complete) – Each supervisor has responsibility for his or
her respective area and the Facility Maintenance group has responsibility for common areas.



Resolution of all identified issues to meet station requirements (On Track, Forecast to
complete 12/21/14) – Tracked through use of the Corrective Action Program or through Facility
Maintenance building services reports or requests.

Mr. Pazdan discussed DCPP’s efforts to benchmark facilities in the Northern California seismic
region for best practices. Visits were made to various facilities including the University of California
at Berkeley, Stanford University, PG&E’s Corporate Office in San Francisco, Lawrence Livermore
National Laboratories, and Lawrence Berkeley National Laboratory. Dr. Budnitz observed that of all
federal facilities in the U.S. Lawrence Berkeley National Laboratory has the highest seismic ground
motion threat, with the vertical component being greater than the horizontal as it sits directly on
the Hayward Fault. Dr. Budnitz and Dr. Peterson discussed the seismic safety culture employed at
facilities located in Berkeley, California which they both stated requires diligence and leadership to
instill and maintain on a consistent basis and, as precautionary measures are often a nuisance in
day-to-day operations, there is a natural predilection to cut corners. Mr. Pazdan reported DCPP has
developed a guidance document and standards for bracing office furniture, cabinets, and storage
racks and has communicated it to station personnel through the station wide communication
bulletin and as a safety focus area and he reported that these efforts are making a difference at
DCPP.

In response to Dr. Lam’s request, Mr. Pazdan stated that the removal or bracing of storage cabinets
along the route in the power block used by operators for accessing remote safe shutdown panels
ensures that those routes will remain open and efforts to remove, replace or brace equipment and
furniture in the control rooms, briefing areas and the shift manager’s offices helps to ensure that
mission critical personnel will remain uninjured and available to respond to an emergency. Dr.
Peterson observed these efforts can be viewed in probabilistic risk assessment sense as they assist
in ensuring a very high probability or reliability that key station personnel will remain available, akin
to the seismic safety measures employed for plant systems, structures and components which go
to ensuring the plant maintains the ability to remove decay heat from the reactors while keeping all
fission barriers in place in the event of a seismic event. Dr. Peterson stated that while there is
always residual risk this can be mitigated by having additional capabilities and humans are a critical
element of those capabilities and unsafe office practices can threaten the ability to maintain the
capability to manage residual risk. Dr. Peterson observed DCPP has developed an excellent program
for station seismic safety which would meet the highest industry standards for personnel safety.
Dr. Peterson recommended the DCPP Personnel Seismic Safety Program for review by other
nuclear power plants and commented the approach taken by DCPP fits within the logic and
concepts of the FLEX initiatives as it provides additional capability to reduce residual risk.

Mr. Pazdan reported that area owner walk downs are performed by responsible area supervisors
and corrective actions are identified and tracked for resolution. The tracking process for resolution
of deficiencies identified involves correctly using the Facilities Management issue tracking process
and the Corrective Action Program. All risk significant actions have been completed and all
conditions are expected to have been corrected by the end of December 2014. In response to Dr.
Budnitz’ question, Mr. Pazdan stated he could not identify any issues concerning the efforts made
in the power block or concerning access issues to enhance seismic safety which raised security



concerns. Mr. Pazdan reviewed items representing additional improvements which were
completed in 2013 to improve office seismic safety:

Shift Manager’s office upgraded

Administration and Training Facilities remodeled

New Outage Coordination Center

Emergency Response Facilities including the Technical Support Center/Operations Support
Center remodeled

New Plant Access Facility

Engineering relocated to Main Warehouse

Improvements scheduled in 2014 to improve office seismic safety include:

Demolition of support buildings numbers 201 and 202

Removal of various temporary facilities

Modernization of the Work Control Center

New office facility for Security & Maintenance Services

New elevator operating systems in key structures

Dr. Peterson observed that it was very important that employees be encouraged to use the seismic
safety principles practiced at the plant within their homes and in their lives away from DCPP and Mr.
Pazdan agreed and stated DCPP’s employees are valuable contributors and need to be protected
on and off the plant site. Dr. Budnitz remarked that as a person becomes accustomed to a seismic
safety culture it becomes easy to use it in one’s daily activities. Dr. Lam commented that Mr.
Pazdan’s presentation sends the signal that DCPP is serious about nuclear reactor safety.

Mr. John Geesman was recognized. Mr. Geesman, representing Alliance for Nuclear Responsibility,
stated he would not draw the same conclusion from Mr. Pazdan’s presentation as just stated by Dr.
Lam. He commended the DCISC and Dr. Peterson for the effort and perseverance on the subject of
personnel seismic safety and remarked the issue has been the subject of recommendations in two
previous DCISC Annual Reports before it received what he would characterize as adequate
attention from PG&E. He remarked a mid-2012 Fact Finding Report by Dr. Peterson and Mr. Wardell
found cabinets in the control room to be unstable in an earthquake, tall cabinets in a shift
manager’s office to have been installed without seismic bracing, and screw anchors having been
installed in drywall, all of which demonstrated that little progress had been made at DCPP prior to
this time on these issues. He stated his belief that the acceptance of existing conditions can create
an underlying belief that earthquakes will not occur in a geographic area and from 2010 to date that
many similar cultural problems pervaded PG&E’s approach to seismic design issues. He observed
that it was in September of 2010 when Dr. Michael Peck, then the Senior NRC Resident Inspector at
DCPP, raised his concern as to whether the presence of the Shoreline Fault resulted in the plant
exceeding the NRC’s safe shutdown earthquake requirements. He stated PG&E’s response was to



attempt to change the safe shutdown earthquake definition and that this was indicative of a
cultural issue which extends to the spare data collection efforts supporting the ground motion
model. He requested, on behalf of the Alliance for Nuclear Responsibility and the public, that the
Committee request DCPP management to provide the authority and inclination necessary to assure
the Committee members that this pervasive cultural problem does not undercut the plant’s review
of its seismic design.

Dr. Lam stated his remarks were that Mr. Pazdan’s presentation broadcast a signal to the public that
DCPP was serious about nuclear power safety and Mr. Geesman’s statement raised another point
concerning safety culture. Dr. Lam observed there may be a lack of oversight by the NRC
concerning office and personnel seismic safety and DCPP has gone over and above what federal
regulations require but he stated he would take serious notice of Mr. Geesman’s observations on a
lack of safety culture. Mr. Geesman stated that the CPUC has provided PG&E with $64.25 million for
enhanced seismic studies and the CPUC recognized that more funding may be needed, but the
ground motion portion of the SSHAC process operating budget is $2.5 million and it has been
reduced from the original amount. He remarked that Dr. Norman Abrahamson is a recognized
expert on seismic analysis but Mr. Geesman stated his belief that Dr. Abrahamson would
acknowledge the sparseness of the data that has gone into the ground motion modeling and would
agree with Mr. Geesman that this reflects a certain budget priority established by culture. Mr.
Geesman suggested that the cultural problem is more pervasive as it applies to seismic risk than was
indicated by Dr. Peterson’s inquiries on personnel seismic safety. Dr. Lam stated Mr. Geesman
raised a concern as to whether the DCISC should put additional inquiry into the matter and he noted
that in Mr. Welsch’s earlier presentation he addressed the efforts undertaken to support a safety
culture at DCPP. Mr. Geesman remarked that the plant’s first reaction to Dr. Peck’s concern was to
seek to amend the test out of the license, and that raises yet another of the red flags he referred to
previously.

Mr. Harbor thanked Mr. Geesman for his comments and he responded that PG&E has undertaken to
perform significant analyses of seismic issues, as Mr. Geesman is fully aware, and Mr. Harbor
requested that the record reflect that PG&E is fully committed to providing whatever funding is
necessary to complete those analyses and he stated DCPP’s seismic safety is of paramount value
and importance to PG&E and is taken very seriously.

Dr. Peterson remarked cultural issues are important and he commented that with regard to seismic
safety within the plant regarding safety-related equipment DCPP has been proactive and gone
beyond what is required but he confirmed that within its office spaces the topic was largely
unregulated and making physical changes in a nuclear power plant is sometimes not a simple
matter. He stated there is a question as to how non safety-related systems and personnel are
treated and that this is not well defined or regulated by the NRC. Dr. Peterson observed that it is
necessary to minimize the frequency of incidents involving non safety-related items as these can be
precursors to accidents. He remarked that not enough thought and attention has been given to the
role of people in managing residual risk during accidents but that this is changing and will be
evolving in context of new FLEX type of programs that are implemented in an appropriate manner.
Dr. Peterson observed it is not within the Committee’s Charter to request or encourage the NRC to



review this question but it was his hope that other stations would undertake a systematic review of
the issues involved. Dr. Lam stated that Mr. Geesman’s theory that the personnel seismic safety
deficiencies at DCPP were indicative of a deficiency in safety culture was a topic the Committee
should take notice but he observed that DCPP has made significant efforts to improve in the area of
personnel seismic safety. Dr. Peterson observed the plant also responded to the issue of the seismic
qualification of the Containment equipment hatches which resulted in the issue being immediately
addressed. He noted this was an area where, had the issue not been addressed, the plant could
have been out of compliance with its license but in other areas outside NRC regulations the matter
is not as well defined.

Mr. Geesman observed that the gas transmission pipeline explosion in San Bruno, California
occurred as a result of lack of oversight by PG&E and its management and was indicative of a
deeply flawed probabilistic assessment process and the human tendency to rely on legacy analyses
and practices and Mr. Geesman suggested yet another red flag which should be evaluated in regard
to the plant’s seismic assessment and design.

Dr. Budnitz stated that NRC regulations address the need for adequate access following an
earthquake to all remote operations areas within a plant and in 1992 the Individual Plan Evaluation
for External Events (IPEEE) inspections were undertaken to look for vulnerabilities against various
external events and every nuclear plant conducted walkdowns in support of this effort. Dr. Lam
remarked he understood Mr. Geesman’s concerns go to ambiguity in the federal design criteria or
design basis for earthquakes and if such ambiguity exists the confidence level that DCPP would
successfully meet a major earthquake is called into question and Dr. Lam observed this is worthy of
further scrutiny by everyone.

Dr. Budnitz observed it was important to cite all the evidence in assessing safety culture and that
when Dr. Peck raised his concern, Dr. Peck’s conclusions were subsequently reviewed and evaluated
by seven experts who disagreed with Dr. Peck’s assessment. Dr. Budnitz used the analogy of driving
a car on a road where one does not know the speed limit and stated that driving at low speed in
such a situation was an assurance of safety despite what the speed limit signs might indicate. He
discussed with Dr. Lam the fact that it is not possible to know how large the ground motion might
be in an earthquake and the uncertainty regarding the definition of the design basis earthquake for
DCPP. Dr. Budnitz stated it is important to do a realistic analysis of the actual capacity of the plant
to survive a seismic event and then to assess whether the probability of an earthquake exceeding
that capacity is an acceptable risk. Dr. Budnitz stated PG&E is engaged in that effort for DCPP as
part of the seismic PRA. Dr. Lam observed the earthquake at the North Anna Nuclear Generating
Station in Virginia in August 2011 resulted in an event significantly in excess of the plant’s design
basis but, as Dr. Budnitz observed, well within its capacity. Dr. Lam stated the argument goes to
how the NRC’s design basis projections for that plant could have been so wrong. Dr. Budnitz
observed that the North Anna plant’s design margins, in accordance with the required codes for
systems, structures and components were in excess of those required to meet the seismic design
basis and if the codes did not have this extra margin a higher design basis would have been
prescribed. Dr. Budnitz remarked the fact that the earthquake at North Anna exceeded the plant’s
design basis was not a surprise to the seismic community and the seismic PRA confirmed that the



plant would survive an earthquake of the magnitude which occurred in August 2011. Dr. Peterson
observed civil engineers frequently design in the range of five or ten times in excess of a defined
margin. Dr. Budnitz stated that in the 1960's and 1970's not as much was known about seismic
hazards and the result was uncertainty but now seismic knowledge and confidence in that
knowledge has increased such that the spectrum has been determined to have a higher frequency
than previously thought and nuclear plants have redone and are reevaluating their seismic bases
but the level of probability which is acceptable in a seismic context remains a question of policy.

Mr. Geesman, responding to Dr. Budnitz’ comment on the disagreement with Dr. Peck by the seven
experts reviewing Dr. Peck’s conclusions, called the Committee’s attention to certain documents
which were identified in the CPUC review process wherein Dr. Peck’s supervisor advised PG&E that
its failure to do the double design earthquake calculation made it appear PG&E was covering
something up. He observed that Dr. Budnitz stated at a previous public meeting the reason for not
applying the damping assumptions and soil structure interactions associated with the double
design earthquake to the Shoreline Fault was because it would not yield a physical calculation and
Dr. Budnitz confirmed his previous statement that this was unrealistic physically. Mr. Geesman
stated that this conclusion was included in the disagreement and was literally an override of Dr.
Peck’s concern. But when the NRC management chose not to change the safe shutdown
earthquake and chose to reiterate that the double design earthquake remained the safe shutdown
earthquake and directed PG&E to use it, in its 10 CFR 50.54 analysis. the NRC did not include the
conclusion disavowing the damping or soil structure interaction assumptions and he stated there is
a great deal of division within the NRC over this question which remains unresolved. He also
remarked, with reference to Dr. Budnitz’ metaphor, the safe shutdown earthquake does not
represent a speed limit but rather a stop sign and he commented the question is whether it is safe
to continue to ignore that stop sign on a probabilistic basis and he observed that when the NRC left
the stop sign in place PG&E’s first response was to try to get rid of it. Mr. Geesman remarked it now
appears that it won’t be until 2016 or 2017, after the problem was identified by Dr. Peck in 2010,
until the 10 CFR 50.54 process is completed and he submitted this is too long a time to have a stop
sign in place where there is some type of tacit consensus that it can simply be ignored. Dr. Budnitz
stated he found the NRC regulations in this matter to be perverse but it remains his belief that the
systems and structures at DCPP are sufficiently strong and it is unfortunate that the matter was not
resolved before this time. Dr. Budnitz stated the PG&E Long Term Seismic Program (LTSP) provides
the basis for the NRC’s judgment that the plant is adequately safe and the LTSP continues to be
reviewed and has been reviewed in context of the Shoreline Fault. Mr. Geesman observed he
believed every PG&E employee in the company’s gas department believed that the San Bruno
pipeline was adequately safe. Dr. Budnitz stated that the question is does PG&E have a basis for its
belief concerning seismic safety of DCPP.

Ms. Sherry Lewis was recognized. Ms. Lewis stated she represented Mothers for Peace and she
remarked the issue that she finds most significant is whether or not something is very expensive to
deal with and following the double design basis will require changes that will be very expensive for
PG&E and so she observed the issue comes back to a determination or a belief that something is
safe enough and beliefs can be a form of denial. She stated the comparison with the Containment
hatch closure issue was to something that probably did not cost PG&E very much but to bring the



plant and its equipment up to a new double design earthquake standard because of the Shoreline
earthquake will be very expensive and she stated that a problem in getting rid of the double design
earthquake is that some margin would be lost and it is necessary that, whatever design basis is
established, there is sufficient margin. Dr. Budnitz stated Ms. Lewis was entirely correct in her
perspective and the issue which must be understood is one of how much margin there is and
whether that margin has been eroded.

Mr. Harbor introduced Ms. Lynn Walter, Director of Station Support Services at DCPP and asked Ms.
Walter to make the final informational presentation to the DCISC. Mr. Harbor reported Ms. Walter
holds a Bachelor of Science Degree in Mechanical Engineering and has more than twenty-five years’
experience in the nuclear field including leadership roles at DCPP in the Training, Maintenance and
Engineering organizations and holds a Senior Reactor Operator License.

Results of the 2013 Operating Plan and Key Elements of the 2014 Operating Plan.

Ms. Walter confirmed Dr. Budnitz’ observation that she is currently one of a very few women to
hold a senior reactor operator’s license. Ms. Walter remarked she resides in Avila Beach, California
and she thanked the Committee for holding its public meetings at this venue. Ms. Walter stated she
addressed the Committee approximately one year ago concerning the 2013 Operating Plan and
would now review the plant’s performance compared to the initiatives established in the 2013
Operating Plan as well as provide a review of the initiatives established in the 2014 Operating Plan.

Ms. Walter reviewed and briefly discussed key station activities completed during 2013.

U-2 refueling outage. With more than 1,000 workers brought onsite to DCPP and without any
recordable injuries Ms. Walter reported this represents the safest outage in DCPP’s history.
Worker radiation dose was the lowest of any refueling outage due in part to the new reactor
head. Ms. Walter reported no other U.S. nuclear plant has made the upgrades to the Plant
Control System which DCPP has done and she confirmed Dr. Budnitz’ observation that other
nuclear plants now benchmark against DCPP in terms of projects involving upgrades of their
analog to digital systems.

Nuclear Regulatory Commission (NRC) component design basis inspection. This inspection is
performed every three years and Ms. Walter reported the NRC provided positive comments
on the successful result of the inspection.

Successful security Force-on-Force NRC inspection.

Operations training programs accreditation renewal for the next four years.

Ms. Walter stated that DCPP has developed initiatives reflected by the acronym “OUR TEAM” to
continue to pursue and achieve operational excellence through the following concepts and efforts
which she reviewed with the Committee:

“O”utage planning and execution

“U”se of human performance tools



“R”einvigorating employee engagement

She reported that through DCPP’s strategic five-year business plan and the OUR TEAM concepts,
people, processes and facilities will be employed to work together to achieve:

“T”ransfer and retain critical knowledge

“E”nhance facilities

“A”chieve a better work-life balance

“M”aintain safe and event-free operations

Ms. Walter reported that for outage planning and execution DCPP employs an Outage
Management Team using tools which include: a priority system; risk reviews; cost basis/scheduling;
and histograms for resource allocation. For 2013 there was one planned refueling outage at the
beginning of the year but two refueling outages are scheduled to take place during 2014. Human
performance tools include: observation software designed with employee input and involving plant
leadership and supervisors spending time in the field observing work to identify trends or areas of
concern; a human factors analysis tool to assess organizational influences for human behaviors; a
revised site standards handbook carried by every person working onsite at DCPP; coaching and
dynamic learning activities based on principles of learning by doing; and departmental and section
clocks to provide comparisons with the performance of other departments and sections. In the
effort to reinvigorate employee engagement the 2013 Operating Plan employed facilitative
leadership; the Passport to Knowledge management program; and continuous simplification and
improvement principles where employees identify better ways to work.

Ms. Walter reported that PG&E’s Generation organization focuses its priorities on public safety,
worker safety, and reliability. In 2014 outage planning and execution at DCPP will focus upon
continued utilization of the Outage Management Team to ensure alignment of costs with
prioritized scope; greater organizational rigor in implementing preparation milestones; ensuring
effective risk recognition, contingency planning and bridging strategy implementation for outage
execution; and appropriate maintenance and upgrades during refueling outage maintenance
windows that will improve electrical reliability. Use of human performance tools includes focusing
performance on utilizing first line supervisor and employee teams in benchmarking and self-
assessments; enhancing leadership in-the-field observations with greater reinforcement and
engagement; and emphasizing behaviors to “stop when unsure” or to stop when documents don’t
work as written to reinforce a questioning attitude. In response to Dr. Peterson’s inquiry as to
whether senior leadership being in the plant to observe work can be sustained over time, Ms.
Walter replied the efforts to remain involved in observation in the plant were fully supported by the
Chief Nuclear Officer, the Site Vice President and the DCPP Station Director. Dr. Budnitz observed
that during a fact-finding with Consultant Linnen in November 2013 the DCISC representatives
spent a number of hours with a reactor operator on an inspection of the Turbine Building and came
away impressed with the reactor operator’s professionalism and the capabilities, reliability and
productivity of the technology used by the operator while performing the inspection rounds. Dr.
Peterson observed there is also a potential for the use of wireless video but he stated that the



nuclear industry is behind other industries in employing that technology. In response to Consultant
Wardell’s inquiry concerning past emphasis on encouraging use of a questioning attitude, Ms.
Walter replied that the focus is now on an increased emphasis on making employees aware of the
importance of a questioning attitude as a cultural value. Mr. Wardell observed DCPP’s efforts in
this area were worthy of a future fact-finding review. Dr. Budnitz stated his observations during
the November 2013 fact-finding included witnessing the operator making his rounds in the Turbine
Building temporarily postponing an inspection activity while other work was taking place in the area
so as to preclude interference with that work.

Dr. Lam stated he found Ms. Walter’s presentation to be reflective of a successful safety culture
which was in contrast to Mr. Geesman’s earlier remarks and he inquired as to Ms. Walter’s
assessment of DCPP’s safety culture. Dr. Lam requested a future presentation from DCPP on the
attributes of a successful safety culture. Ms. Walter replied that she found the process Mr.
Geesman used to reach his conclusion to be similar to the process DCPP engages in every day
concerning how a defect in one area can be indicative of other areas where similar defects might
exist. She stated the most recent assessments of DCPP’s safety culture performed by its outside
peer organizations have been very positive and, in response to Dr. Lam’s inquiry, Ms. Walter stated
that in addition to review by its industry peers DCPP takes very seriously the comments received
from the DCISC as well as from members of the public. Dr. Budnitz observed that he could not
imagine that the assessment of safety culture by DCPP would be other than that a strong safety
culture exists at the plant, but a significant part of Ms. Walter’s function, similar to that of the
DCISC, is to maintain realistic observations coupled with a skeptical viewpoint. Ms. Walter
confirmed Dr. Budnitz’ observation and she commented that a self-critical attitude is also
important. Consultant Linnen remarked that it was important to receive and to give clearly
understood information and feedback and he stated that from his observations DCPP has
recognized the importance of that concept and that this concept can be even more refined to
provide assurance as to specific expectations regarding behaviors.

Ms. Walter reported that in reinvigorating employee engagement DCPP will focus during 2014 upon
the continued reinforcement and training on facilitative leadership skills and utilizing employee
advisory councils to identify opportunities and align around positive change.

In reviewing what she termed the strategic initiatives for 2014 and for the next five years, as
opposed to the tactical initiatives reviewed previously during her presentation, Ms. Walter stated
the first of these initiatives involves the transfer and retention of critical knowledge by involving
the work force in benchmarking to identify the tools and processes for knowledge management
and transfer; leveraging technology such as the use of what she termed "Wiki” type applications,
and videos to store and access key knowledge; upgrading procedures to ensure key knowledge is
captured in procedures that are implemented by plant personnel; and mentoring. She reported that
DCPP plans to enhance its facilities in 2014 through a strategic infrastructure improvement program
involving implementing an Infrastructure Five-Year Plan for employee facilities that will
systematically address infrastructure improvements and advance the plant’s wireless technology
infrastructure. Ms. Walter reported efforts to achieve a work-life balance for DCPP employees
would be addressed by the continuous improvement of processes to continue to involve the



workforce to implement continuous improvement initiatives; implementing an evaluation and
specific actions to reduce the cumulative effects of existing and new requirements; and facilitating
healthy fitness activities and opportunities such as healthy topic talks, an onsite walking trail, and
upgrades to the plant cafeteria. The final element of the strategic initiatives is to maintain event-
free operations which Ms. Walter reported would consist of maintaining a disciplined approach by
ensuring effective risk recognition, contingency planning and bridging strategies for
implementation of planned and emergent risk related work; improving key controls for protecting
vital power; simplifying the Corrective Action Program and improving cause analyses; implementing
work control strategies for better job preparation and reduced levels of emergent work; and
upgrading equipment reliability.

In conclusion, Ms. Walter stated that while DCPP has had some successes it is not resting and will
remain in pursuit of continuous improvement. In response to Consultant Linnen’s inquiry
concerning improving the Corrective Action Program, Ms. Walter replied the effort is to make it
very easy for any employee to enter an issue into the Corrective Action Program and issues may
now be entered on an anonymous basis. Every Notification document which is produced by the
Corrective Action Program receives a multi-disciplined review and every concern receives serious
consideration. Dr. Peterson remarked this would be an appropriate subject for a future DCISC
fact-finding and should be placed on the Committee’s Open Items List. In response to Dr. Budnitz’
inquiry about protecting plant systems and controls for other than vital power, such as the service
water system, Ms. Walter replied that the emphasis was placed upon providing a higher level of
focus when doing work in the plant on the creation of robust barriers to protect vital equipment
and the Auxiliary Saltwater and Auxiliary Feedwater Systems, as well as the Emergency Diesel
Generators, are among the safety components which are included in these efforts. Mr. Harbor
stated that these efforts are part of the plant’s continuous learning process and the focus on vital
power discussed by Ms. Walter in her presentation was in recognition that was an area where the
plant has recently experienced more challenges and is an area undergoing heightened emphasis.

Mr. Linnen requested and Ms. Walter agreed to provide physical performance data on the results
of the 2013 Operating Plan for review at a future fact-finding and possibly at a public meeting.

Mr. John Geesman was recognized. Mr. Geesman stated he spoke on behalf of Alliance for Nuclear
Responsibility and he inquired whether Ms. Walter would address the recent downgrade of DCPP’s
rating by the Institute of Nuclear Power Operations (INPO) and whether the downgrade by INPO
triggered any changes in the Operating Plan as it was his belief this downgrade contrasted with the
information presented during Ms. Walter’s presentation. Dr. Budnitz responded and stated that
information concerning INPO is protected by confidentiality restrictions with which the Committee,
which has access to INPO’s reports, and PG&E are required to comply. Mr. Harbor commented that
while INPO reviews all nuclear power stations on a confidential basis the NRC, as the plants’ primary
regulator, reviews all aspects of plant operations and the NRC has determined DCPP is operated
safely and in conformance with all NRC requirements. Dr. Lam requested that the record reflect no
response was provided to Mr. Geesman’s comment. Mr. Geesman remarked that he found Ms.
Walter’s presentation to be saccharine in tone and to have ignored the fact that the downgrade by
INPO had taken place. Mr. Wardell remarked that the purpose of INPO is to assist U.S. nuclear



plants to achieve excellence in performance and not merely to meet minimum regulatory
standards. Mr. Wardell stated the INPO rating numbers are not the most important aspect of the
INPO review process but rather it is the fact that an outside agency provides a very stringent review
against the performance of the best plants in the industry to identify strengths and weaknesses.
Mr. Geesman replied that he knew from his personal experience within the regulatory community
that INPO’s rating of a nuclear power plant is given great weight and carries considerable
significance and he stated he was surprised PG&E did not address the subject of DCPP’s INPO rating
in appropriate general terms.

Ms. Jane Swanson was recognized. Ms. Swanson stated she represented Mothers for Peace and
while she was gratified the current DCPP senior management is supportive of the efforts described
by Ms. Walter, she had several inquiries. She inquired whether Ms. Walter’s organization trains
contract employees brought onsite. She stated she found a reference during Ms. Walter’s
presentation to monetary benefits to the local community from the workers brought from outside
the local area to work at DCPP to be irrelevant to the Committee’s inquiry. Ms. Swanson stated that
the concept of As Low As Reasonably Achievable (ALARA) which is sometimes used when
discussing radiation dose rates does not equate to safety and ALARA represents an inherent
compromise as if radiation levels were required to be safe all nuclear facilities would be shut down.
Ms. Swanson stated she found it a positive development that 19% of PG&E’s electrical generation
capacity was produced by sustainable, non carbon, sources such as hydro and geothermal plants.

Mr. Eric Woodhouse, a resident of Shell Beach, California was recognized. Mr. Woodhouse thanked
the members of the DCISC for their important work. He stated he has a degree in physics and that
he believes nuclear power is the best of other alternative energy sources. Mr. Woodhouse stated he
spent twenty years of his professional career managing the largest cement and concrete company
in California and stated that in his experience laxity in one area with regard to safety can carry over
into another area and accidents often occur when individuals opt to take shortcuts they sometimes
believe to be in the best interests of the company. He remarked that he spent much time and effort
to change that perception among his employees. Mr. Woodhouse commented on the importance of
PG&E senior management’s efforts to instill a safety culture at DCPP. In response to a question
from Dr. Budnitz, Mr. Woodhouse stated he found Ms. Walter’s presentation to be different in tone
from an earlier presentation at a previous public meeting of the DCISC he attended in San Luis
Obispo during which the response to the accident at Fukushima was discussed when he formed the
impression that PG&E was being somewhat arrogant with regard to its response to those issues.
Mr. Woodhouse stated he believed DCPP senior management getting out into the plant and
explaining the objectives of the company and that safety was the number one objective was a
positive development because without safety everything else disappears.

Ms. Sherry Lewis was recognized. Ms. Lewis stated she was with Mothers for Peace and she stated
her belief that the idea of a good safety culture amongst the workforce at DCPP was somewhat akin
to how America is viewed in the Middle East where there are areas where the U.S. government is
hated and not trusted but the U.S. population is well liked. She stated this could be true of PG&E in
that the workers are fine but the corporation is too concerned with its financial bottom line.



Ms. Walter, in response to Ms. Swanson’s comments, stated that all workers brought onsite to
work at DCPP receive a considerable amount of training and go through a two-hour, intensive,
dynamic learning experience in the Human Performance Laboratory and must demonstrate their
ability to meet DCPP’s site standards before they are assigned to work in the plant. She reported
many of those workers have experience at other nuclear plants and some have worked temporarily
at DCPP in the past but all are given intensive DCPP site-specific training as well as computer
training and are required to demonstrate competence in their assigned tasks and trades. Personnel
who have never worked at DCPP or at any other nuclear plant, are identified by a sticker on their
hard hats and are provided additional coaching once they are assigned to a task in the plant. Mr.
Linnen commented and Ms. Walter agreed that this training includes emphasis on the need not to
take shortcuts and the training penalizes workers during training exercises for attempting to do so.

Mr. Harbor thanked Mr. Woodhouse for his comments concerning safety culture and management
engagement and stated he found them to be insightful. He remarked that workers thinking they
are acting in the best interest of the company by taking shortcuts is an aspect of human nature
upon which DCPP will continue to place emphasis during 2014 in its efforts to improve safety
culture.

XX Concluding Remarks and Discussion by Committee Members of Future DCISC Activities

Dr. Lam stated he was appreciative of Mr. Harbor’s commitment to file a supplemental response to
Recommendation R13-2 in the DCISC’s 23rd Annual Report. He also expressed his appreciation to
CEC Senior Nuclear Policy Advisor Ms. Joan Walter and Chief of Staff to the Chair of the CEC Mr.
Kevin Barker for their attendance during both days of this DCISC public meeting. He expressed his
recognition and appreciation to Ms. Rochelle Becker, Executive Director of the Alliance for Nuclear
Responsibility, and to John Geesman, Esquire, representing the Alliance for Nuclear Responsibility,
as well as to Ms. Jane Swanson and Ms. Sherry Lewis of the group San Luis Obispo Mothers for
Peace for providing a healthy dose of skepticism to the Committee’s proceedings and Dr. Lam
remarked it was clear from their comments that they had all “done their homework” in bringing
issues of importance to their respective organizations to the Committee’s attention.

Dr. Budnitz thanked Mr. Pete Bedesem for the many contributions Mr. Bedesem has extended to
the DCISC during his time as the plant’s principal liaison to the Committee for fact-findings and
public meetings and expressed the appreciation of the DCISC members and the consultants for Mr.
Bedesem’s efforts.

Dr. Peterson thanked everyone who contributed to make the meeting a success. He stated he was
particularly grateful to Mr. Harbor and mentioned he has known Mr. Harbor for some time, as Mr.
Harbor graduated with Dr. Peterson’s first doctoral student from the University of California at
Santa Barbara. Dr. Peterson also expressed his thanks to Mr. Bedesem for his service to the
Committee and he recognized and welcomed Ms. Maureen Zawalick who will assume Mr.
Bedesem’s role as principal DCPP liaison to the Committee. Finally Dr. Peterson recognized and
thanked the personnel from AGP Video who provide live stream access to the proceedings on the
worldwide web, as well as audio and visual recording services to the Committee. Dr. Peterson also



expressed the thanks of the Committee for the participation by all members of the public and
commented that public comments have a substantive impact on the items reviewed by the DCISC as
those comments generate about half the items appearing on the Committee’s Open Items List.
Finally, Dr. Peterson stated it was his hope the Committee remains appropriately responsive to
input from the public.

Mr. Wellington observed that the Committee members and consultants previously discussed and
scheduled future fact-finding with PG&E and public meetings in the local area

XXI Adjournment of Seventy-second Public Meeting

There being no further business, the seventy-second public meeting of the Diablo Canyon
Independent Safety Committee was then adjourned by its Chair, Dr. Per F. Peterson, at 11:00 A.M.

Key to abbreviations used: Quarter (Q), Fact-finding (FF), To be Determined (TBD), Dr. Robert J.
Budnitz (RJB), Mr. David C. Linnen (DCL), Dr. Peter Lam (PL), Dr. Per F. Peterson (PFP), and Mr. R.
Ferman Wardell (RFW).

System health is rated: Green, White, Yellow or Red representing: Green – satisfactory with no
major issues; White – satisfactory but with some issues; Yellow – not satisfactory, has issues which
need attention; and Red – unsatisfactory, improvement needed.
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Wednesday & Thursday, June 11–12, 2014, Avila Beach, California

Notice of Meeting

A legal notice of the plant tour and public meeting and several display advertisements were
published in local newspapers and mailed to the media and those persons on the Committee’s
service list. Information on the public tour, the legal notice and a copy of the meeting agenda were
also posted on the Committee’s website. Public meetings of the Committee may be viewed online
in real-time over streaming video at /www.dcisc.org and /www.slospan.org and are videotaped for
later broadcast on the local government access television channel (Channel 21).

Public Tour of Diablo Canyon Nuclear Power Plant

On the morning of Wednesday, June 11, 2014, the members of the DCISC accompanied by 44
members of the public, PG&E tour guide Mr. John Lindsey, and the Committee’s technical
consultants, conducted a tour of certain accessible areas of the Diablo Canyon Power Plant (DCPP).
The members of the public responded to the advertisement concerning the public tour placed in a
local area newspaper and on the DCISC’s website. The group met at the PG&E Energy Education
Center for an introduction to the Committee members and consultants and to receive a short
presentation on the background and role of the Committee. Mr. Lindsey provided a brief overview
of DCPP including its history, operation, the nuclear fuel cycle, spent fuel storage and plant security
and an opportunity was provided to ask questions. The guide discussed how the plant’s cooling
systems work, with the ocean water two physical barriers away from the reactors. The group was
issued visitor badges and then departed for DCPP.

The bus entered the plant site through the Avila Gate and the group received a briefing from PG&E
representatives on the various external features and buildings. The group arrived at the
Independent Spent Fuel Storage Installation (ISFSI). The bus then arrived at the Vehicle Inspection
Station. The members of the public were then divided into two groups, each accompanied by at
least one DCISC member and consultant, and each group visited in turn the Mechanical
Maintenance Training Facility, where PG&E representative Mr. Guy Vaughan addressed the groups,
and viewed the Intake and Outfall facilities where the plant pulls in and discharges cooling water
from and to the Pacific Ocean before departing DCPP and returning to the Energy Education Center.

Questions and Comments From the Public



During the ride back to the Energy Education Center the members of the public had an opportunity
to ask questions of Committee members and consultants and the PG&E tour guide.

Conclude Public Tour

Agenda

I Call to Order – Roll Call

The June 11, 2014, public meeting of the Diablo Canyon Independent Safety Committee
(DCISC), the seventy-third public meeting of the Committee, was called to order by Committee
Vice-Chair Dr. Peter Lam at 1:30 P.M. at the Point San Luis Conference Facility at the Avila
Lighthouse Suites in Avila Beach, California. Dr. Lam asked Assistant Legal Counsel Robert Rathie to
make a comment. Mr. Rathie reported the Committee Chair, Dr. Per F. Peterson, would be in
attendance during this public meeting by teleconference and he asked that everyone please use the
microphones provided to make their comments and, in accordance with California’s Bagley-Keene
Open Meeting Act, all Committee votes would be by roll call. Dr. Lam reviewed the formation and
purpose of the Committee and he introduced and briefly reviewed the professional backgrounds
and appointment of each of the members of the Committee. Dr. Budnitz briefly reviewed Dr. Lam’s
professional background. Roll call was taken and a quorum established.

Committee Members:

Present:

Robert J. Budnitz

Peter Lam

Per F. Peterson (by teleconference)

Absent:

None:

II Introductions

Dr. Lam introduced and briefly reviewed the professional backgrounds of the Committee's
technical consultants, Mr. R. Ferman Wardell and Mr. David C. Linnen and DCISC Assistant Legal
Counsel Rathie. Dr. Lam also introduced Ms. Maureen Zawalick, Nuclear Generation Risk and
Compliance Manager at DCPP, who ably assists the Committee members, consultants and legal
counsel with their work and serves as the primary administrative liaison between the plant the
DCISC.

Dr. Lam acknowledged the presence at this public meeting of Dr. Robert B. Weisenmiller, Chair of
the California Energy Commission (CEC) and Mr. Kevin Barker, Chief of Staff to Dr. Weisenmiller and
acting Senior Nuclear Policy Advisor to the CEC. Dr. Weisenmiller briefly addressed the Committee



and stated he appreciated the opportunity to attend this meeting of the DCISC and thanked the
three members for their public service. Dr. Weisenmiller reported the DCISC was unique and
important as an independent body assisting state officials in addressing issues concerning the
safety of a nuclear power plant. Dr. Weisenmiller observed DCPP is a relatively low carbon emitter
but it is critical that DCPP be not only reliable but safe and he observed there are examples of
nuclear power plants throughout the world which have gone from being very good assets to
remarkable liabilities in a very short period of time and that cannot be permitted to happen here.

III Committee Members’ Comments

There were no comments by any members at this time.

IV Public Comments and Communications

The Chair inquired whether there were any members of the public present who wished to
address remarks to the Committee on items not appearing on the agenda for the public meeting
and he reviewed the advice from the agenda concerning items or issues which are brought to the
attention of the members by the public during public meetings.

Dr. Gene Nelson was recognized. Dr. Nelson stated he holds a Ph.D. in radiation biophysics and
serves as a faculty member at the California Polytechnic Institute at San Luis Obispo (Cal Poly)
Engineering Department and also as a faculty member at the Cuesta College Physical Sciences
Department. He referred the DCISC to a report by Mr. Joseph Mangano which he stated made false
allegations of health risks associated with DCPP. He referred to documents he previously provided
to the DCISC by email and which were included in the public agenda packet for this meeting. Dr.
Nelson stated the report by Mr. Mangano contained preconceived conclusions and there may have
been a financial incentive for Mr. Mangano to create fear. Dr. Nelson stated that Health Department
and State Cancer Registry data show the selective inclusion and exclusion of certain zip codes in Mr.
Mangano’s analysis contributed to alleged effects on low birth rates and incidence of cancer and
this is the hallmark of what he termed “cherry-picking” data. He stated that age-adjusted cancer
rates have remained unchanged or declined in the local area and that was consistent with his
observations after having worked briefly at DCPP.

Mr. John Geesman was recognized. Mr. Geesman stated he was speaking on behalf of the Alliance
for Nuclear Responsibility. Mr. Geesman thanked the DCISC Members for their service and he
stated that much has transpired since the last meeting of the DCISC in February 2014. He observed
that Pacific Gas & Electric Co. (PG&E) has since been indicted by the U.S. Department of Justice for
12 safety-related criminal counts related to its natural gas system. While he acknowledged PG&E is
entitled to the presumption of innocence, he remarked this indictment was unprecedented among
nuclear licensees in the United States and should inform the rigor of the DCISC’s scrutiny of DCPP.
Mr. Geesman remarked that since the last meeting of the DCISC the Institute of Nuclear Power
Operations (INPO) has downgraded DCPP’s performance. While he acknowledged that INPO data is
not discussed publicly by the DCISC he remarked this represents a problem with PG&E’s corporate
culture which the DCISC should be aware of as it may pervade each of the safety-related topics
under its consideration.



Dr. Budnitz stated that the DCISC has been in touch for a considerable period of time with issues of
corporate culture as well as the culture at DCPP. Dr. Lam stated while he appreciated Mr.
Geesman’s concern the Department of Justice criminal indictments of PG&E have nothing to do
with DCPP which is licensed by the U.S. Nuclear Regulatory Commission (NRC). Dr. Budnitz stated,
and Dr. Lam agreed, that when something goes wrong in one division of a large organization it is
important to determine where the root cause for the problem lies.

Ms. Sherry Lewis was recognized. Ms. Lewis stated she was a member of the group San Luis Obispo
Mothers for Peace (Mothers for Peace) and she commented that while she was unfamiliar with the
work of Mr. Mangano, Mothers for Peace has asked over several years for a study of the health
effects in the San Luis Obispo County before and after DCPP began operations and she stated no
such study has been conducted.

Dr. Budnitz replied that the NRC asked the National Academy of Sciences less than one year ago to
perform a study of health effects around all U.S. nuclear plants and that this effort is just
commencing and should take about two years. He reported there were studies done many years
ago and these will be reviewed as part of the National Academy of Sciences’ efforts to assess any
possible health or disease affects from the operation of nuclear power plants.

Mr. William Gloege was recognized. Mr. Gloege stated he lived in Orcutt, California, and was
appreciative of the clean air which the operation of DCPP has allowed him to enjoy instead of fossil
fuel-contaminated air which is known to cause persons to become ill. Mr. Gloege stated he was
disturbed by those persons who claim to be environmentalists and concerned about human life but
are also working to try to shut down DCPP. He remarked he has toured the plant twice and was
impressed with its safety record, and that of all U.S. nuclear power plants, and he stated he
appreciated the part played by the DCISC in the effort to keep nuclear power safe. Mr. Gloege
stated Mr. Mangano’s charges were investigated and found to be irresponsible by San Luis Obispo
and Santa Barbara Counties and by the NRC. Mr. Gloege observed that there have been no serious
accidents at DCPP and he remains impressed by the attention paid to detail at the plant and he
wished that fossil fuel plants demonstrated a similar attention to detail before they are closed
down. He stated he appreciated the DCISC being in the local community for the citizens.

Dr. Budnitz remarked that the DCISC is not equipped to conduct the sort of medical studies
mentioned by some of the previous speakers. However, the DCISC has annually reviewed the
reports of environmental emissions by DCPP and the way in which DCPP measures, collects, and
analyzes environmental data and found those procedures to be robust. How those data translate in
terms of disease or health is not within the DCISC’s area of expertise. However, if such studies were
performed by medical epidemiologists the DCISC would review those studies.

Dr. Lam closed this public comment period with the observation that Mr. Geesman has contributed
to the DCISC’s proceedings by sharing with the Committee well prepared remarks for which Dr.
Lam expressed his thanks.



V Staff-Consultant Reports & Receive, Approve and Authorize Transmittal of Fact Finding
Reports to PG&E

Dr. Budnitz reported that every month during the year in which a public meeting is not held,
one DCISC member together with a technical consultant visits DCPP to conduct fact-finding, usually
concerning six to ten topics for investigation during each fact-finding visit, and the reports of these
visits are written up and become a part of the DCISC’s Annual Reports on the safety of DCPP
operations (Annual Report). Dr. Budnitz described fact-finding by the DCISC as the backbone of its
technical work in reviewing items which are reviewed on a periodic basis as well as other items
which are reviewed when they occur.

The Vice-Chair requested Consultant Linnen to report on the April 16–17, 2014, fact-finding visit with
Dr. Lam to DCPP. Mr. Linnen reviewed the topics discussed with PG&E during the April 16–17 visit.

Operations Performance – Mr. Linnen reported the fact-finding team reviewed the broad
area of operations performance including a report which tracked 11 operational focus
indicators which are graded weekly and all were rated as satisfactory for the three-month
period of the report. The indicators for Deficient Critical Components Backlog and
Operational Work-arounds were rated as needing improvement and Mr. Linnen reported
the DCISC should continue its review of this item in the future. Only the indicator for Main
Annunciator Defeated had an unsatisfactory rating in any single week of the three-month
period. Mr. Linnen reported the indicator for Human Error was rated unsatisfactory based
on a number of department or station level human error occurrences over a rolling period of
time, including an operator’s unintentionally damaging a fuel oil line to an emergency diesel
generator (EDG). Mr. Linnen stated this is an appropriate area of continuing focus for the
DCISC. Reactivity Management was rated good for both Unit-1 (U-1) and Unit-2 (U-2) except
for the months of August and September 2013 due to the automatic trip of U-2 due to a
flashover during hot washing of the 500kV insulators. Mr. Linnen observed that the
Operations Department appears to have emerged from a period when action plans were used
to improve performance and now seems more in a mode of addressing individual issues as
they arise.

Winter 2013–2014 Storm Response – Mr. Linnen stated this topic is routinely reviewed by the
DCISC and addresses the impact of debris impingement on the Intake Structure’s traveling
screens caused by heavy ocean swells and the resulting reduction in the flow of cooling water
to the main condenser. This creates a need for the plant to reduce power or to take the
affected unit offline. During the past winter U-2 was ramped down to 28% power for 18 hours
due to storm activity. Mr. Linnen reported DCPP has rebuilt and replaced traveling screens
and screen wash pumps and motors and has improved coordination among various plant
groups all of which contribute to improving its capability to withstand severe weather
challenges.

Nuclear Generation Progress Reports (2013 and 2014) – the fact-finding team reviewed
statistical performance and found DCPP performed well during 2013 in the areas of industrial
safety, collective radiation exposure, outage duration, and operational focus. Mr. Linnen



reported goals were not attained for equipment reliability, corrective action, and human
performance.

Component Cooling Water System – Mr. Linnen reported the fact-finding team found this
system carefully monitored by its system engineer and all indicators positive. The fact-finding
team determined the system was in good condition.

Flow Accelerated Corrosion Control Program – Mr. Linnen stated this program addresses
components and piping deterioration due to corrosion accelerated by the rate of flow
through the system. He stated this typically does not apply to the reactor coolant system or
other stainless steel plant systems and is generally applicable to secondary systems. The leaks
created by corrosion can result in forced outages and present a danger to personnel. Mr.
Linnen stated the program includes identification and monitoring of piping elbows and tees
as well as the components and configurations which are most susceptible to moisture
content and flow velocity. Mr. Linnen stated the fact-finding team found that the most recent
refueling outage inspections determined degradation was consistent with expectations and
the outage reports included plans to address certain areas. The program health was rated
Green (satisfactory) during the first quarter of 2014 and it was found to have benefited from
years of aggressive piping replacement and the fact-finding team concluded the program was
well structured and effective.

Boric Acid Corrosion Control Program – Mr. Linnen stated this was a routine review by the
DCISC of this program to add boric acid to the reactor coolant to help control the fission
process. Boric acid has corrosive properties and it is important to track and repair leaks which
are classified as active, discolored, and very low level. Mr. Linnen reported each unit had six
active leaks, with a goal set at zero; slightly fewer than the goal of 50 set for discolored leaks
and in excess of the goal of 200 for very low level leaks with U-1 having slightly more than 200
and U-2 slightly more than 300 very low level leaks. Overall the Boric Acid Corrosion Control
Program health was rated as White or needing improvement and Mr. Linnen identified this
as an area the DCISC should focus on in the future.

Flashover Events – Mr. Linnen described a flashover as an electric discharge or arc from an
energized component to ground or to another object which results from the deterioration of
the insulated path between the source and the object receiving the discharge. DCPP has
experienced three such events all of which involved U-2. In October 2012, there was a
flashover to ground during a light rain. A second event occurred in July 2013, during routine
washing of the 500kV insulators, performed every six weeks since 1996, and resulted in a trip
of U-2. DCPP determined the cause of the July 2013 flashover was inadequate control for
oversight of the supplemental personnel performing the routine washing and convened a
Risk Readiness Review Board to review washing of the insulators. The third event occurred in
February 2014, and involved U-2 main bank transformer B phase after a period of light rain.
Mr. Linnen reported an extensive root cause evaluation was performed by personnel in and
outside of PG&E and the most likely causes were determined to be either internal or external
failures resulting from external contamination. It was impossible to conclusively identify the
root cause of the third event due to the damage sustained by the equipment. As an interim
corrective action lightning arresters have been replaced with a design that is more reliable in



an environment of heavy contamination and the replacement arrester will be cleaned every
six months. Mr. Linnen stated that wind tunnel effects, alternate atmospheric wetting and
drying cycles, and the positioning of U-2's diesel generator exhaust structure might have
created conditions leading to higher contamination levels for U-2 equipment as compared to
U-1 which has experienced no similar events. The fact-finding team found DCPP’s actions to
identify the causes and take planned corrective actions appear to be reasonable and the team
raised the question with DCPP as to whether the airflow from a northwest wind from the
ocean across the outfall might be increasing the moisture content of the air and be a
contributor to saltwater contamination for U-2. Mr. Linnen suggested this topic should be
reviewed at a future fact-finding.

Meeting with NRC Senior Resident Inspector – Dr. Lam stated NRC Senior Resident Inspector
Mr. Thomas Hipschman extended an invitation to the DCISC to attend the annual
performance appraisal of DCPP and that Dr. Peterson subsequently attended that meeting.

DCISC Member Discussion with PG&E’s Chief Nuclear Officer – Dr. Lam stated in his meeting
with PG&E Senior Vice-President and Chief Nuclear Officer Mr. Ed Halpin, Mr. Halpin and Dr.
Lam discussed items of mutual interest including ways to improve safety culture, the need to
recruit, retain, and motivate individuals in that effort, and how to ensure that personnel
receive the same message and expressions of the same level of priority from plant senior
management. Dr. Lam stated there had been a recent degradation of DCPP’s performance
rating by another organization and this was discussed with Mr. Halpin.

Dr. Budnitz remarked that the Component Cooling Water System review was, in his opinion, the
most important of the safety review items discussed by Mr. Linnen. He remarked that some 30 to
40 years ago it was established that nuclear plants are much more impacted by component cooling
water systems than had been previously appreciated and a number of reliability and safety
improvements were made to that system and DCPP benefited by having this review prior to
commencing operation. Dr. Budnitz stated the component cooling water system is an important
system as many other safety systems are dependent upon the component cooling water system for
support. Mr. Linnen remarked the system engineer for the DCPP Component Cooling Water System
was extremely attentive to the system and all ratings for the system at DCPP were positive.

Reactor Coolant Pump 1-3 Seal Leakage – Mr. Linnen stated leakage was observed as U-1 was
coming out of its 18th refueling outage (1R18) and involved only one of the four reactor
coolant pumps (RCP). For RCP 1-3 the return flow initially was normal. However, the following
day, with U-1 still shutdown, the pump seal began to experience a higher than expected flow
from its Number 1 seal and DCPP continued to monitor the leakage. When U-1 returned to
power, the vibration readings on RCP 1-3 were acceptable. However, after three days RCP 1-3
seal leakage increased to more than five gallons per minute which dictated a U-1 shutdown
and, as it increased to six gallons per minute along with increased pump vibration, a rapid
load reduction was undertaken and U-1 entered a forced outage of 11 days to take corrective
action. The fact-finding team determined DCPP’s actions to be appropriate and focused on
plant safety and the troubleshooting and corrective actions were appropriate.



Mr. Robert Walthin was recognized. Mr. Walthin stated he lives in Arroyo Grande, California and
was employed as a reactor operator at DCPP for 30 years and had recently retired. Mr. Walthin
inquired as to the contribution of the contractor personnel to the flashover event discussed during
Mr. Linnen’s presentation because, in his experience, hot washes had been performed hundreds of
times without incident. Mr. Linnen replied the contractor’s contribution to the event was not clear
from the report as interviews with the personnel involved were inconclusive in establishing a cause
but the report did find the salt content on the U-2 side of the distribution system was considerably
higher than for U-1. Mr. Walthin stated it is difficult to know how to fix the problem if the problem is
not identified. Dr. Budnitz and Mr. Linnen agreed and they observed that the failure of the
component made analysis of the sequence of events involved difficult to determine. Mr. Linnen
observed the vendor had identified 2,000 similar components in use worldwide which have not
experienced similar events and the plant has now increased the frequency of the washes. Dr.
Budnitz observed that the resolution was nowhere near as satisfactory as if the plant knew the
cause and applied a fix and he observed that personnel at nuclear plants around the U.S. now have
the benefit of DCPP’s experience, through the use of an Operating Experience Report distributed
industry-wide, as similar washing activity occurs at every nuclear plant.

Dr. Gene Nelson was recognized. Dr. Nelson stated that there may be an issue with total dissolved
solids in the water and that the data may show the equipment located closer to the ocean may have
a greater problem and he inquired whether increasing the frequency of the washing might reduce
the time for contaminants to develop.

Dr. Peterson stated that discussion of the May 2014 fact-finding will include the measurement of
the salt deposit rates and the efforts to seasonally trend that data and he observed this activity
should contribute greatly to understanding of what might have contributed to the flashover and
other degradation of equipment.

Mr. William Gloege was recognized. Mr. Gloege stated he was again reassured as a citizen that Mr.
Linnen, an ex U.S. Navy submariner, was involved in the analysis as the U.S. has conducted a safe
and successful submarine program for 50 or 60 years with humans living in close proximity to
nuclear reactors.

Following Mr. Linnen’s report, on a motion made by Dr. Budnitz seconded by Dr. Lam, the April 16–
17, 2014, Fact Finding Report was unanimously approved by a roll call vote.

The Vice-Chair requested Consultant Wardell to report on the March 25–26, 2014, fact-finding visit
to DCPP with Dr. Budnitz. Mr. Wardell reviewed the topics discussed with PG&E during that visit.

Containment Equipment Hatch Seismic Capacity – Mr. Wardell reported the fact-finding team
received an update on the seismic capability of the containment equipment hatch, a large
metal hatch used to take equipment in and out of containment during a refueling outage. A
team was trained to be able to close the hatch within 15-30 minutes in the event of an
incident within containment to prevent an offsite radiological release. During a prior fact-
finding the DCISC posed a question as to the seismic qualification of the roller and I-beam



suspension system supporting the hatch and DCPP determined that a calculation
demonstrating the seismic qualification of the hatch was unavailable and decided to keep the
hatch closed during refueling. Modifications are being made to the hatches for both units.
Modifications to the U-1 hatch were made during refueling 1R18. Modifications to the U-2
hatch will be made during 2R18 this fall and that outage will be conducted with the hatch
closed. A nonlinear analysis was performed and it was determined that the existing system
was adequate and a safety analysis of potential radiological release with the hatch opened
was performed and determined to be satisfactory. Mr. Wardell recommended that the DCISC
close this issue.

Meeting with the New NRC Resident Inspector – the fact-finding team met with NRC
Resident Inspector, Mr. John Reynoso, and discussed items of mutual interest.

Auxiliary Saltwater System Review – Mr. Wardell stated the Auxiliary Saltwater System (ASW)
is a safety-related system which provides access to DCPP’s ultimate heat sink, the Pacific
Ocean, such that during operations or during an accident the ASW provides assured cooling
water to the plant. He stated the ASW has full redundancy and is seismically protected and
protected from tsunamis. The ASW system health was rated Green, which is the highest and
best rating, with only minor issues identified. Mr. Wardell remarked the ASW serves as a
major element in post Fukushima analysis and works as part of the FLEX strategy. As part of
FLEX, the plant has purchased diesel-driven auxiliary pumps to serve as backup power for the
ASW electric pumps. Mr. Wardell stated the fact-finding team was satisfied with the review
of the ASW and he recommended the DCISC review the system in two years.

Control Room Ventilation System Status – the Control Room Ventilation System (CRVS)
provides heating, ventilation and air conditioning to the control rooms and the operators. The
system operates in various modes among which are providing comfortable conditions to
operators, evacuating smoke or other contaminants, and sealing the control room and
recirculating air in the event of a radioactive signal. Mr. Wardell reported the CRVS
experienced in-leakage to the control room envelope which was not as originally designed
and compensatory measures were taken and back dampers were added to the system. To
address these issues for the long term the design basis must be approved by the NRC and in
that effort new calculations must be performed regarding radiation release to the control
room. This is expected to be completed by the end of 2015. Mr. Wardell suggested the DCISC
review this issue when DCPP submits its license amendment (LAR) to the NRC and following
NRC review of the LAR.

Fire Door Issues – Mr. Wardell reported the Plant Health Committee reviewed the issues with
16 fire doors which were not functioning properly and required compensatory measures
through the employment of a fire watch for those areas. The DCISC found the schedule for
repairs to these 16 doors to be less than acceptable with repairs being postponed until 2016
and 2017. Mr. Wardell reported that six doors have now been repaired and repair of the
remaining ten are now being given the highest priority. The fact-finding team found DCPP’s
actions to be acceptable but not desirable and Mr. Wardell suggested the DCISC review the
progress on repairs of the fire doors by the end of 2014.

Operator Issues Update – Mr. Wardell reported that DCPP’s reactor operators are union



members and that the number of filed grievances has declined to a level approximately one-
third of what it was four to five years ago as management has been working with the union
and the operators to resolve issues. He stated the union had a concern about the selection of
lesser experienced operators to be trained as licensed operators and an advanced screening
process was developed which is proving satisfactory as demonstrated by increasing success
rates on licensing examinations. The fact-finding team also reviewed plant status control
which Mr. Wardell described as a measure of operator success and found that for the last
three refueling outages there was but a single event, which he termed excellent performance.
The Operational Focus Index was also reviewed and the system health was found to be
Green, which is excellent. This is a measure of the items which require the operators to
workaround the issue or item and reflects a reduction in the numbers of such items. Operator
health was also reviewed with a notable decline in the number of “no solo” designations
reported. Operators whose physical health is in question are not allowed to perform
strenuous activities in the plant without being accompanied. The number of operators
designated as such at DCPP has declined which shows good performance with regard to
operator health.

Safety System Functional Failures – Mr. Wardell stated a safety system functional failure is the
failure or loss of the ability of a safety system to shut down the reactor and remain in shut
down condition while controlling the release of radioactivity. In the period 2010-2011 there
were higher numbers of safety system functional failures than desired and a root cause
evaluation was performed and causes identified and corrective actions taken. Mr. Wardell
stated that DCPP continues to have safety system functional failures and that, while
redundant systems and components remain available, progress in addressing this issue has
been less than desired. DCPP has now commenced an augmented program and Mr. Wardell
stated the DCISC should review the results of these efforts during the third or fourth
quarter of 2014. He stated the NRC threshold allows five safety system functional failures per
unit but the DCPP goal is zero.

Troubleshooting – the DCISC last reviewed the Troubleshooting Program in December 2011
and found the process and procedures to be satisfactory but complex and somewhat
confusing as to organizational responsibility for troubleshooting. Mr. Wardell reported a new
procedure has clarified the organizational responsibility issues and simplified the process and
the Troubleshooting Program is now tied to the plant’s risk procedures and assessments with
Operations Department involvement now included in the work planning process. Mr. Wardell
recommended the DCISC review the Troubleshooting Program again in approximately six
months and review examples of the use of the new process and procedures.

Meeting with DCPP Director of Station Support Services – Dr. Budnitz and Mr. Wardell met
with DCPP Station Director Ms. Lynn Walter to discuss the fact-finding visit.

Emergency Diesel Generator Review – the DCISC fact-finding team performed a system
review of the Emergency Diesel Generator (EDG) System. The EDGs are operable but there
are issues with obsolete control parts and margin management questions need to be
quantified. Mr. Wardell remarked analysis also needs to be performed due to higher electrical
loads that have occurred in recent years. The fact-finding team reviewed performance data



for the EDG availability, reported on a rolling 12-quarter basis, and found that the EDGs were
out of order infrequently and well within the station and NRC availability goals set.

Attend Seismic Source Characterization Workshop – Dr. Budnitz reported that PG&E has
sponsored a complete reevaluation of the seismic hazard at the plant site which requires
working out the probability of different seismic ground motions which depend upon how
large and how far away an earthquake may be. Issues include a need to identify all sources of
earthquakes around the site (known as the “seismic source aspect”) and to determine for
each source how the seismic energy might travel from the source to the plant site (known as
the “seismic motion propagation and attenuation”). Dr. Budnitz attended all three of the
workshops held on seismic motion propagation and attenuation aspects where PG&E and
outside experts and consultants conducted peer reviews of the processes used. Dr. Budnitz
stated that in his professional judgment the workshops are doing as competent a job in these
analyses and the identification of uncertainties as anyone has and he described the effort as
impressive. When the report on the workshops is available the DCISC will review it but Dr.
Budnitz stated he saw nothing in his observations that raised a concern about the processes
or personnel working on these issues. The process is one that has been constrained by a
process developed fifteen years ago by a committee, the Senior Seismic Hazard Analysis
Committee (SSHAC) chaired by Dr. Budnitz and he confirmed that the workshops are
following the SSHAC process as approved by the NRC.

Status of Probabilistic Fragility Analysis for the Seismic PRA – Dr. Budnitz stated seismic
fragility or capacity analysis is used to determine the effects of an earthquake on physical
objects at a nuclear facility such as buildings, structures or components, in terms of their
continued ability to perform their respective and differing safety functions. Dr. Budnitz
observed that many years ago DCPP performed a probabilistic analysis of the plant which was
considered to be the industry and world leading standard and DCPP’s work in this regard was
emulated for decades. However, a complete reanalysis has not been done and in context of
the new seismic Probabilistic Risk Assessment (PRA) the plant and its contractors and outside
experts are undertaking that complete reanalysis. Dr. Budnitz stated the fact-finding team
reviewed the work completed so far and reported that no surprises have yet been found. Dr.
Budnitz emphasized that it was very important that outside judgment be utilized in this
process. Dr. Budnitz stated the DCISC team received assurance that if a structure, component,
or system were found to be compromised that fact would be immediately reported and he
observed that the design basis for certain structures or components at DCPP is confusing and
uncertain due to the history and the records available. Dr. Budnitz reported that the Japanese
nuclear industry is also conducting a seismic reevaluation of every nuclear plant including 48
reactors on 16 sites. Japan is using the same methodology as employed by DCPP. Dr. Peterson
stated that DCISC review of the Probabilistic Fragility Analysis should be added to the
Committee’s Open Items List as a separate item. Dr. Budnitz agreed and stated there is a
difference in a finding that an item is stronger significantly than its design basis and a finding
that there is a weakest item amongst a group of items or systems, and that making that
distinction was a part of the charter of the group that is now undertaking this work at DCPP.

Mr. John Geesman, speaking on behalf of the Alliance for Nuclear Responsibility, was recognized.



Mr. Geesman stated he attended the workshops discussed by Dr. Budnitz and he inquired about a
“tornado plot” used by PG&E to rank the significance of differing sources of seismic activity based
upon what was described as their hazard impact as determined by a model used by PG&E and Mr.
Geesman stated that he saw nothing in either of the regulations, identified by Dr. Budnitz as
NUREG/CR-6372 and NUREG 2117 concerning how the hazard model is reviewed. Dr. Budnitz stated
Mr. Geesman’s observation was correct and he confirmed that at the time the hazard model was
developed this was not part of its methodology. In response to Mr. Geesman’s observation on peer
review, Dr. Budnitz stated the hazard model was now receiving preliminary peer review and a final
model will be forthcoming to sort out which issues require the most attention and which warrant
less than the highest scrutiny. Mr. Geesman observed that if one is aiming to achieve a fundamental
objective of the SSHAC process, which is to inspire regulatory confidence, one would want the
ranking mechanism or model subjected to the most rigorous external peer review at the very outset
of the process. Dr. Budnitz stated he was not sure the hazard model analysis described by Mr.
Geesman played as central a role in the overall study as Mr. Geesman implied. Dr. Lam remarked on
the need for completeness of the hazard analysis as an important aspect of the analyses and Dr.
Budnitz stated the tornado plot diagram was developed to list each issue identified, some of which
are quite important, others less so and as such it is an interim tool and unless there is a concern that
the list was incomplete there should be little concern about the ranking of the interim listing.

Mr. Geesman stated that based upon the SSHAC workshop and the DCISC’s discussion today it is
clear that PG&E intends to submit a final seismic report to the NRC’s Atomic Safety and Licensing
Board (ASLB), on the matter of relicensing, sometime this month and yet the SSHAC and the 10 CFR
50.54(f) processes are not anticipated to be complete until March 2015. Dr. Budnitz stated that he is
unconcerned about the regulatory process as it does not go to the safety of the plant and although
he has not seen a submission by PG&E to the ASLB any such submission could not be considered to
be final. Dr. Budnitz stated the DCISC was not in a position or charged with the task of reviewing
NRC regulations but rather was charged to develop its independent understanding and assessment
of the safety of DCPP. He concluded by stating the DCISC would, together with others, review the
results of the SSHAC process as developed in the workshops. Dr. Lam stated he believed Mr.
Geesman’s concerns about how PG&E as the NRC’s licensee is interacting with the federal
regulator were well placed to the extent that it is worthy of further inquiry by the DCISC.

Dr. Henriette Groote was recognized. Dr. Groote inquired about the root cause determination for
the safety system functional failures discussed by Mr. Wardell and also how long an EDG can
operate. She also inquired regarding Dr. Budnitz remarks about the need to follow a protocol
established 15 years ago without asking other questions which come to mind in the interim. Dr.
Budnitz stated that in 1997 a study sponsored by the NRC, the U.S. Department of Energy and the
Electric Power Research Institute (EPRI) developed a methodology for doing probabilistic seismic
hazard analysis which has now been endorsed by the NRC and is used by every licensed plant in the
U.S. Dr. Budnitz stated a second study was done in 2010 or 2011, termed NUREG 2117, which now
provides additional and more detailed guidance where the 1997 report provided insufficient detail.
In response to Dr. Groote, Dr. Budnitz confirmed the second study was performed before the
accident at Fukushima and its methodology was not related to the use of FLEX. Mr. Wardell replied
that the root cause of the safety system functional failure was due to lack of clear standards for risk



assessment, risk evaluation, and risk mitigation activities and DCPP had a tendency to justify and
accept the evaluations rather than providing a healthy challenge to them, which Mr. Wardell
characterized as a failure to maintain a questioning attitude. Mr. Wardell reported that the EDGs can
sustain seven days of continuous operation for both units without additional diesel fuel and
provided sufficient quantities of fuel are available the EDGs could be expected to continue to
operate indefinitely.

Mrs. Sherry Lewis was recognized. Ms. Lewis stated that she believed the probabilistic
methodologies discussed fail to take into account the low likelihood of certain things occurring
which affect everything and may not have been considered initially. She inquired whether the
seismic methodology had been used prior to the accident at Fukushima and Dr. Budnitz confirmed it
had not been and the Japanese, despite the existence of historical evidence of large tsunamis
having occurred in the past, failed and grossly misestimated the hazard from tsunamis all along
their coastline and that failure cost 20,000 lives quite separate from the damage to their nuclear
reactors.

Upon a motion by Dr. Budnitz, seconded by Dr. Peterson, the March 25–26, 2014, Fact Finding
Report was unanimously approved on a roll call vote and its transmittal to PG&E authorized.

A short break followed. When the meeting convened the Vice-Chair reported that the order of
items to be presented would be changed from the agenda due to time constraints.

The Vice-Chair requested Consultant Wardell to continue his report by reporting on the items
covered during the May 21–22, 2014, fact-finding visit to DCPP with Dr. Peterson. Mr. Wardell
reviewed the topics discussed with PG&E during that visit.

Observe Evaluated Hostile Action Based Emergency (HABE) Exercise – Mr. Wardell reported
this was a one-day exercise and involved a scenario of events which was provided to the
DCISC team prior to the exercise but not to those participating. The hostile-based element of
the exercise is developed to deal with security issues and while Mr. Wardell stated he could
not go into detail due to restrictions on disclosure of security information he reported that
the postulated scenario presumed unexpected damage to the plant which was beyond its
design basis and he stated the response was well done and was good preparation for the
employment of FLEX equipment. The DCISC team began their observation at the Control
Room Simulator facility and the exercise commenced with the plant in the simulated
condition of U-1 conducting a refueling outage and U-2 operating at 100% power with the
scenario beginning with a pump failure and a declaration of a site area emergency. The DCISC
team then visited in turn: the San Luis Obispo County Sheriff’s incident command post, where
representatives of the FBI and CalFire were also posted; the alternate Operational Support
Center located at the Energy Education Center, where Operations, Maintenance Radiation
Protection, and Chemistry personnel were present to respond; the Emergency Operations
Facility which is located at the Sheriff’s office, which was shared by DCPP Emergency Director
and technical staff including a radiological dose assessment field monitoring team,
meteorologists, together with NRC, and FBI personnel; and the Joint Information Center



where public information officials are available to provide news releases and brief the media.
Mr. Wardell reported the fact-finding team also observed the post exercise critique which
appeared comprehensive and intrusive with some improvements identified for the next
exercise. Mr. Wardell stated the exercise was a very challenging one for both the plant and
the County and was well conducted. In response to Dr. Budnitz’ inquiry about the
effectiveness of communications between the various facilities Mr. Wardell stated the
communications worked well but there was a comment during the critique that one group did
not receive certain information and there was a noise problem at one location.

Design Quality Effectiveness Review – Mr. Wardell stated the DCISC has been following this
topic since 1R17 which involves maintenance and design modifications performed during
refueling outages. During the 1R17 outage there were several design problems when designs
were released to the field as identified by field change reports. A root cause evaluation was
performed and lack of guidance for highlighting significant first-time complex high risk
projects was identified as a cause due to these projects not having been addressed through
the project management process. Mr. Wardell stated the plant performed an effectiveness
review of the corrective actions taken. However, that review was not scheduled for
completion until mid-June 2014. The fact-finding team reviewed the metrics used for design
quality and the current overall rating for design quality which is currently in White health
status, representing satisfactory performance. The fact-finding team recommended the
DCISC review the design quality effectiveness review when it is complete.

Safety Culture – Mr. Wardell reported safety culture includes the fostering of a questioning
attitude and requires the ability to raise questions and look beyond surface issues. Mr.
Wardell stated the fact-finding team reviewed the DCPP Knowledge Transfer Program which
provides for the exchange of knowledge from DCPP employees who are retiring or changing
job assignments to the personnel who will be taking over the departing employee’s function.
The team also reviewed DCPP’s Passport to Knowledge Program which is designed to transfer
critical knowledge to incoming personnel and Mr. Wardell termed the program as
comprehensive and formalized including the use of mentoring consultants and coaches. Mr.
Wardell stated the fact-finding team found the metric program for safety culture to be solid
but not yet implemented by all DCPP departments. Mr. Wardell commented with two
refueling outages scheduled for 2014 there will be a considerable amount of planning
required and he suggested the DCISC review issues concerning the priority given to
knowledge transfer in context of safety culture in one year.

Outage 1R18 Performance Results – Mr. Wardell characterized 1R18 as successful and stated
that as there is to be a presentation by PG&E on this topic, he would defer further discussion
to later in the meeting.

Cooling Tower Study – Mr. Wardell reported the State Water Resources Control Board
(SWRCB), following guidance from the federal government, is administering a study to
determine if coastal power plants should eliminate once through cooling. DCPP uses water
from the Pacific Ocean to cool the plant and when the water reenters the ocean it is at a
higher temperature than the ambient waters. The cooling system also negatively impacts
marine life. The SWRCB Review Committee for Nuclear Fueled Power Plants (RCNFPP)



directed a study be made of the use of cooling towers in place of once through cooling and
the Bechtel Power Corporation (Bechtel) was engaged by PG&E and Southern California
Edison Company (SCE) to conduct the study. Bechtel performed an initial study which the
DCISC reviewed in September 2013 and provided comments. However, a second proposal
concerning cooling towers was made which would locate the cooling towers to the south,
rather than the north, of the plant site and use saltwater, rather than fresh water. The DCISC
fact-finding team met with DCPP representatives to review PG&E’s concerns and the possible
effect on the plant including the potential for increased salt deposition issues with insulators
and flashover events and the higher risk of loss of offsite power, discussed previously by Mr.
Linnen, and for increased corrosion of equipment due to salt. Dr. Peterson observed the issue
of salt deposition rates was a key element in review of the saltwater cooling tower proposals
and there is also a potential for impact on the dry cask storage facility, emergency diesel
generators, and other types of equipment as well as the introduction of salt into building
ventilation systems. Mr. Wardell stated the DCISC representatives also reviewed the
modifications which would be required to underground utilities including electrical conduit
and piping systems and he stated the effect on the Auxiliary Saltwater System (ASW) would
potentially be very significant as it is a safety-related system. Placing the cooling towers to
the south of the plant site would also require relocation of underground tanks and other
facilities and rerouting of site emergency access during a prolonged and complex
construction period. Mr. Wardell stated the south side location for cooling towers was a
much more complex proposition than the proposal to locate the towers north of the plant
site.

Strategic Performance Improvement Plan (INPO) – Mr. Wardell stated that DCPP has a good
program for addressing the Institute for Nuclear Power Operations’ (INPO) performance
plan.

Auxiliary Building Ventilation System – Mr. Wardell reported the Auxiliary Building houses
safety-related equipment and the control rooms and the spent fuel building is located
adjacent to the Auxiliary Building. The Auxiliary Building Ventilation System is currently in
Green health status, which is the best system health category. The Ventilation System
provides air, heating and cooling for personnel and equipment and it is particularly important
if there is an accident involving safeguards equipment, high or low pressure injection pumps,
containment spray system, etc., to ensure there is an environment in which personnel can
operate for long periods of time. Mr. Wardell reported the Auxiliary Building Ventilation
System is capable of operating in five modes depending upon what function is required to be
accomplished. The system also provides an important function of radiation contamination
control in the event of the presence of leaking radioactivity as the system collects the
radioactivity under controlled conditions and, if it meets predetermined radiation level
criteria, discharges the radioactivity from the plant.

DCISC Member Meeting with DCPP Site Vice-President Mr. Barry Allen – Dr. Peterson reported
he discussed with Mr. Allen certain of the topics covered by the DCISC team during their fact-
finding visit.

Following Mr. Wardell’s report, Ms. Rochelle Becker, the Director for the Alliance for Nuclear



Responsibility was recognized. Ms. Becker stated that more than 70% of the impacts to marine life
associated with the federal cooling program are now associated with DCPP now that the San
Onofre Nuclear Generating Station (SONGS) operated by SCE has now closed. She stated the
mission of the DCISC is to protect the health and safety of the local community and marine life is a
part of that community and yet, she observed, the decision on alternative cooling would likely be
an economic one. Ms. Becker stated the DCISC was formed in the 1980s specifically because of
concerns about economic issues influencing safety impacts and she asked the DCISC Members to
keep this fact in mind. Ms. Becker stated there was definitely a huge impact on marine life off the
local coast and the community depends on that marine life and so it is a safety consideration but
will be an economic consideration. She remarked the cost estimates for alternative cooling range
from $7–$14 billion and could take up to ten years to implement. Ms. Becker stated the Alliance for
Nuclear Responsibility’s position from the beginning was to let PG&E continue to operate to the
end of its current license but not continue to allow DCPP to destroy the marine coastal resources
with cooling towers and screening and other things which might be worse and not to allow PG&E
to continue while there is an impact on marine life. She stated allowing PG&E to operate to the end
of its license but carefully saying that it cannot go beyond that because it is not cost effective to
implement and it is too detrimental not to implement these programs. She closed her remarks by
asking the DCISC to keep economics in mind when talking about safety.

Mr. Robert Walthin was recognized. Mr. Walthin inquired concerning the issues involved with the
design quality effectiveness review discussed by Mr. Wardell.

Mr. Stanley Yucikas, a resident of San Luis Obispo, was recognized. Mr. Yucikas inquired about the
effect of the saltwater towers on the dry cask storage casks. He stated his overriding concern is
that although nuclear power generates electricity, and the plant operates safely and effectively
there is still a question of what should be done with the spent fuel and he questioned whether the
plant should be relicensed without a satisfactory answer to what will be done with the waste which
is currently stored onsite and he inquired about the DCISC’s concerns with the storage of spent fuel
at the end of the plant’s operational life.

Dr. Peterson stated that it is not currently known when the federal government may take action on
its legal and contractual responsibility for spent fuel and he mentioned a bill has been introduced in
the U.S. Senate which would provide the capability to move fuel from shut down reactor sites to a
centralized storage area but he remarked that there is the possibility that dry storage onsite will be
necessary for a prolonged period of time. Dr. Peterson stated the DCISC will need to obtain more
information as to what the long term impact may be from corrosive substances such as salt and to
understand the current deposition rate at the dry cask storage facility.

Mr. William Gloege of Orcutt, California, was recognized. Mr. Gloege stated comments about
hypothetical accidents and the cost reminds him of the human health costs from the burning of
fossil fuel and that shutting a nuclear plant is by default the choice to use fossil fuel as wind and
solar only make up 2% of the total energy output. He stated that as a result of the closure of SONGS
many people are going to get sick and die. He stated he knew of an article in the New York Times
which stated $120 billion is paid every year for health costs caused by fossil fuel and that is a



comparison he makes in this matter.

Mr. Wardell stated he concurred with Dr. Peterson’s observation that it would be worthwhile to
include the effects of corrosion on the spent fuel casks in the DCISC’ inquiry. Concerning the
question on design quality effectiveness, he stated the modification during 1R17 with which
problems were identified included the polar crane controls upgrade where the supplier changed
the scope late in the outage or provided parts that didn’t initially fit correctly; the acid caustic skid
replacement, which injects acid and caustic into fluid systems, where connections did not match
and field changes were required; and the modifications and upgrade of the Plant Process Control
System where elements of the outage scope changed just prior to the outage and caused issues
requiring field change packages.

Mr. Walthin commented that the design changes discussed by Mr. Wardell were done under project
control by DCPP as he was working at the plant at that time. Mr. Wardell stated the fact-finding
team’s information was that these projects were not designated as strategic projects or
engineering major projects but he agreed to subsequently verify this statement with plant
personnel.

Dr. Budnitz, in response to Ms. Becker’s comment, stated the principal issue identified to date with
the saltwater cooling tower proposal relates to the concern that it could increase the probability or
severity of an accident and compromise the safe operation of the plant. Dr. Budnitz stated that if
that is the case, the DCISC will call attention to that fact or, in the alternative, if the impact on
nuclear safety is neutral or if safety is enhanced the DCISC will say so in its review and evaluation of
the designs but the Committee will leave to the judgment of others the evaluation of the
differences between public and environmental impacts.

On a motion by Dr. Budnitz, seconded by Dr. Lam, the DCISC by roll call vote accepted the May 21–
22, 2014 Fact Finding Report subject to review.

DCISC Assistant Legal Counsel Rathie was recognized and reported on administrative, regulatory
and legal matters. Mr. Rathie reported that on February 18, 2014, he and Dr. Peterson met with
California Governor Edmund G. Brown Jr. and Senior Policy Advisor and Director of the Office of
Planning and research Mr. Ken Alex to discuss the DCISC’s current activities.

VI Information Items Before the Committee

The Vice-Chair announced two informational items to be presented by PG&E would be moved
from their place on the agenda and heard next and he introduced Mr. Cary Harbor, Director of
Compliance and Risk at DCPP who will introduce the PG&E presenters this afternoon and assist and
respond to Committee inquiries. Mr. Harbor introduced Mr. Eric Nelson, the Manager of the
Licensing Basis Verification Project at DCPP. Mr. Harbor reported Mr. Nelson has 30 years of nuclear
power plant experience and holds a Bachelor of Science Degree in Mechanical Engineering and is a
registered professional engineer. Mr. Nelson has held various leadership roles in the Project
Engineering, Quality and Maintenance organizations.



Status of the Licensing Verification Project.

Mr. Nelson stated the purpose of the Licensing Basis Verification Project (LBVP) is to perform an
objective evaluation to ensure the DCPP’s licensing basis has been adequately maintained, and to
resolve any identified discrepancies. He described this as a voluntary effort by PG&E to ensure safe
and reliable continued operations and in this effort the LBVP is aligned with NRC. He stated the
goal is to provide the best possible Final Safety Analysis Report (FSAR) and the most accurate
current licensing basis (CLB) determination to enhance technical evaluations going forward.
Additional key goals are to provide and enhance knowledge transfer of the CLB. He described the
FSAR as a summary document of DCPP’s commitments to the NRC which document the plant’s
design basis. When changes are made to DCPP they are reviewed against the licensing basis and the
FSAR to ensure continuing compliance. The FSAR is required to be updated and the updated FSAR
is submitted to the NRC at the conclusion of each U-2 refueling outage.

Mr. Nelson described the LBVP organization as led by PG&E with work done in partnership with
Chicago Bridge and Iron (CB&I – formerly Shaw, Stone & Webster), and partnered with
Westinghouse, the DCPP reactor designer. He stated CB&I has extensive industry experience with
respect to licensing efforts and provides an independent knowledge base. DCPP system and design
engineers and operators are rotated onto the project to aid in knowledge transfer and retention.
To date, 30 engineers have been rotated onto the LBVP when their particular areas of expertise
were under review with preference for engineers who are early in their careers. Mr. Nelson
commented this effort assists the engineers in having a better appreciation for the licensing basis
which they then take back with them to their respective organizations. Operators are also brought
into the LBVP to ensure the project maintains a solid operational focus and to transfer licensing
basis knowledge back to the operating crews.

An External Review Board and Executive Oversight Board were also formed as part of the LBVP
organization. The LBVP employs an External Review Board consisting of four members, three of
whom have extensive NRC background and expertise. In response to Dr. Lam’s inquiry Mr. Nelson
stated the LBVP project budget is in the tens of millions of dollars range and he described the
project as a huge effort by DCPP over five years. Mr. Nelson stated his project staff consists of
approximately 40 persons with six to ten from PG&E with the balance contractor personnel.

Mr. Nelson described and discussed the main scope of the LBVP as follows:

To evaluate the facility and analyze changes made since completion of the original FSAR in
1980 through the current FSAR and to resolve any licensing basis discrepancies discovered.

To update the FSAR, including technological hyperlinks to its source documents (e.g.
correspondence with the NRC, safety evaluations, etc.) and to create a Google-like search
tool.

To improve the current licensing basis database full-text search capabilities.

To perform corrective actions for issues identified. The project is staffed to do evaluations,
operability assessments, calculations, etc.



To enhance knowledge transfer by rotation of engineering and operations staff onto the
project.

To perform component design bases reviews, after the licensing basis has been validated, of
five risk-significant systems (Component Cooling Water, 230 kV, 500 kV, Emergency Diesel
Generator, and Auxiliary Feedwater). These reviews are modeled after NRC inspection
procedure around component design basis inspections.

Mr. Nelson reviewed the LBVP process which he described as generally driven by plant system or
topical (e.g., station blackout) considerations. The Licensing Basis Review (LBR) establishes the
licensing basis requirements (e.g., General Design Criteria, NRC Regulatory Guides, Generic Letters,
etc.) along with the source documents (PG&E specific commitments in letters, etc.). Draft licensing
basis requirements (LBR) reports are reviewed internally by PG&E and by the Independent Review
Board. An extensive system review follows the LBR to verify the licensing basis requirements and
FSAR implementation into plant documents (design documents, procedures, vendor reports,
drawings, calculations). The LBVP process finalizes FSAR/Design Criteria Memorandum (DCM)
revisions. When the system review is completed, FSAR revisions will include identification of the
source documents and, in some cases, implementing documents. In response to Dr. Lam’s inquiry,
Mr. Nelson confirmed that the seismic design basis for the plant is included but the LBVP review is
not limited to seismic issues. System review reports are reviewed internally by PG&E and by the
Independent Review Board. A Component Design Basis Review is then done following the LBR and
System Review and is modeled after the current NRC Inspection Procedure.

Mr. Nelson identified and reviewed the various deliverables from the LBVP as including:

Licensing Basis Review Reports, System Review Reports, and Component Design Basis
Review Reports.

Preparation of FSAR and DCM enhancements (including identification of source and
implementing documents).

Preparation of 10 CFR 50.59 screens. In response to Dr. Lam’s request, Mr. Nelson described
the 50.59 review as a process to ensure that a proposed change is compliant with a plant’s
licensing basis and is an NRC-defined process that allows plants to make changes and to
determine whether prior NRC approval is required.

Preparation of 50.59 LBIE Evaluations.

Creation of new Licensing Basis Search Tool (complete).

Preparation/Revision of Design Calculations.

Preparation of License Amendment Requests (LARs).

Development of Prompt Operability Assessments (POAs) as required.

Preparation of revisions to DCPP Operations and Surveillance Test Procedures.

Preparation of “Document Change Only” Design Change Packages



Mr. Nelson stated DCPP has made a commitment to the NRC to complete the LBVP by December 31,
2015. Completion of the LBVP includes:

All licensing basis review reports.

System review reports.

FSAR updates.

Component design basis review reports.

Electronic database upgrades.

Implementation of new current licensing basis search tools.

Resolution of licensing basis discrepancies that do not require prior NRC approval.

Mr. Nelson concluded his presentation by stating the LBVP is a voluntary effort by DCPP to enhance
its licensing basis and the FSAR to ensure the plant is capable of doing the best technical
evaluations possible to ensure safe and reliable operation and to enhance knowledge transfer for
all engineers.

In response to Mr. Wardell’s inquiry concerning involvement of the system engineers, Mr. Nelson
stated the system engineers are involved to review their systems for both licensing basis reports
and system review reports. He stated the section owners who do the final approval of the FSAR
revisions are generally the system engineers and managers or design managers and he stated the
goal is to get maximum involvement from the system engineers in the LBVP process. In response to
Mr. Wardell’s question concerning how DCPP plans to keep up with changes taking place in the
plant and with the NRC licensing basis, Mr. Nelson replied DCPP has opted to update the systems
and enhance the FSAR rather than undertake a massive revised FSAR process, as the update
process allows for the benefits of enhancements to be incorporated into the licensing basis as soon
as possible. Additional changes are addressed through the overall design change process. He
stated, in response to Mr. Wardell’s inquiry, that plant security is not part of the LBVP as there is a
separate security plan in place. In response to Mr. Linnen’s question, Mr. Nelson stated that, as far
as he is aware, the LBVP is the largest such effort, and on a greater scale, than undertaken at any
other nuclear plant. Dr. Lam thanked Mr. Nelson for a very well prepared report.

Mr. John Geesman, representing the Alliance for Nuclear Responsibility, was recognized. Mr.
Geesman inquired as to the role to the Independent Review Board in evaluating a change of the
safe shutdown earthquake, from the double design earthquake, to the Hosgri earthquake design
basis standards. He stated that in the fall of 2011 PG&E filed a LAR to make such a change and then
withdrew the request approximately one year later. Westinghouse prepared a 331-page listing of
areas where such a change would have contrasted with the NRC standard review manual and he
inquired whether it seemed reasonable to expect such a change and he again asked about the role
of the Independent Review Board and the seismic qualifications of its members.

Ms. Jane Swanson, representing Mothers for Peace, was recognized. Ms. Swanson inquired as to
the percentage of the LBVP completed to date and stated the LBVP has been going on for years and



she inquired as to when it commenced and when it is expected to be complete.

Mr. Nelson stated the LBVP commenced in mid-2010 and is expected to be completed by December
31, 2015, with the exception of any LARs which may need to come back to PG&E for implementation
following approval. The LBVP is approximately 70% complete with regard to review and update of
the FSAR.

In response to Mr. Geesman’s inquiry, Mr. Nelson stated the External Review Board generally
provides its perspective from a licensing basis as to whether the proposed revision to the FSAR
would be in accordance with the licensing basis or whether the revision could be done under the
10CFR50.59 process. However, the request cited by Mr. Geesman would have required referral to
the NRC and the NRC would advise as to whether the LAR correctly reflected the plant’s licensing
basis. He stated the External Review Board members are not seismic experts and the role described
by Mr. Geesman is not within their function as it is necessary to separate the technical issues from
licensing issues in context of the LBVP.

Mr. Harbor introduced the next presenter, Mr. David Hampshire, Supervisor of Fire Protection at
DCPP, and stated that Mr. Hampshire has 35 years of nuclear experience including 19 years of
experience in the fire protection field and has held leadership roles in the Engineering, Regulatory
Services and Fire Protection organizations.

Status of the Fire Protection Program.

Mr. Hampshire stated the Fire protection Program at DCPP is healthy and at DCPP fire protection
consists of three aspects or areas which he reviewed as follows.

System Engineering with responsibility for:

Performance of Surveillance Test Procedures (STPs)

Component Operation

System Health

Appendix R Program – Ability to Achieve and Maintain Safe Shutdown:

Compliance with 10CFR50 Requirements

Review of Proposed Design Changes

Specification of Compensatory Actions

DCPP Fire Department:

Protection of Structures, Systems and Components

Emergency Response

Mr. Hampshire stated the system engineers are responsible for the performance of numerous STPs



including for the fire pumps, gaseous suppression systems, fire hose stations, lighting protection
and the firewater deluge systems. Concerning areas for improvement in systems engineering Mr.
Hampshire identified and discussed briefly the replacement of carbon steel pipe, replacement of
underground firewater pipe and replacement of deluge station valves. Concerning internal
corrosion of carbon steel pipe Mr. Hampshire stated fire pump suction piping was replaced in 2013
and the plant is monitoring and plans to replace the containment station header during 2015, the
Auxiliary Building Header in 2018, and the Turbine Building header in 2020.

Mr. Hampshire reported concerning replacement of underground firewater piping the majority
(98%) of buried pipe is asbestos concrete pipe unlike many utilities which utilize carbon steel pipe.
Concrete asbestos piping is not susceptible to corrosion. However, there are areas of tie-ins to
carbon steel piping for deluge stations, hydrants, and hose stations which require monitoring.
Replacement of the yard loop valves and metallic runs and risers is presently scheduled during 2020.
He reported that since 2003, four minor leaks have occurred in underground firewater piping, two
of which were associated with improper coatings, one with a gasket failure, and one with corrosion.
In response to Dr. Lam’s questions Mr. Hampshire stated while procedures were in place for cutting
asbestos he stated he was unsure whether the Environmental Protection Agency (EPA) or
Occupational Safety and Health Administration (OSHA) have jurisdiction over that work. In
response to Mr. Wardell’s inquiry, Mr. Hampshire stated the carbon steel pipe is being replaced
with piping made of a highly corrosion resistant alloy which should last for the lifetime of the plant.

Mr. Hampshire stated DCPP is reviewing replacement of 14 deluge station valves located in the
Turbine Building, which date from 1973. He reported all 14 are functional but are experiencing parts
obsolescence issues. This work is scheduled for 2016. He displayed a photograph of the deluge
system in operation to protect a transformer.

Mr. Hampshire stated the plant is currently licensed under and in compliance with 10CFR50
Appendix R requirements which he described as a deterministic regulatory approach. All design
changes impacting the Fire Protection Program and all maintenance activities impacting the Fire
Protection Program are reviewed by the Fire Protection Group.

Mr. Hampshire identified areas for improvement for the Fire Protection Program as including
eliminating the need for compensatory actions (fire watches) presently in place to maintain the
three-hour credit for fire barriers and, in particular, repair or replacement of the fire doors that are
associated with the barrier. He reported that since January 2014, six doors which had issues have
been repaired or replaced. Ten doors are presently degraded and impacting the Appendix R
Program and expected repair or replacement, which has been moved up in priority, is now
forecasted for 2015. In response to Dr. Lam’s inquiry Mr. Hampshire stated there is a lead time of
approximately two months to receive a new door as the doors are very robust and constructed
from 12 to 14 gauge steel and require special skills to install.

Mr. Hampshire reported the DCPP Fire Department is one of only three full-time dedicated fire
departments at U.S. nuclear power plants and consists of three crews to respond to fire (structure,
wildland), medical, hazardous materials and rescue calls. The Department consists of two fire



captains and four fire fighters. Mr. Hampshire observed there is good integration between the
DCPP Fire Department and the local CalFire organization in conducting joint drills and activities on a
monthly basis. Additional duties include performing surveillance tests, fire prevention inspections,
and service and maintenance of all fire equipment.

Mr. Hampshire reported the transition from 10CFR50 Appendix R regulations to National Fire
Protection Association (NFPA) 805 regulations represents a transition from a deterministic to a risk-
based fire protection program. DCPP submitted its LAR in June 26, 2013, and the NRC conducted a
LAR Audit in July 14-18, 2014. DCPP expects the NRC to issue a safety evaluation and license
amendment in June 2015. He described modifications being implemented for NFPA 805 as
including:

Electrical Raceway Fire Barrier Systems – scheduled implementation 2015 U-1 and 2016 U-2.

Hot Shutdown Panel Modification – scheduled implementation 2015 U-1 and 2016 U-2.

Incipient Fire Detection System – scheduled implementation 2017 U-1 and 2018 U-2.

Mr. Hampshire, in response to Mr. Linnen’s inquiry, stated the incipient detection system provides
an indication of a fire, not necessarily that there is a fire in progress, through use of sniffers and he
confirmed that other facilities have installed and successfully used incipient fire detection systems.
In response to Consultant Wardell’s question about the control of combustible materials Mr.
Hampshire reported efforts to maintain control of combustibles have improved as attention has
been focused on the need to use transient combustible permits when performing work in the plant.
He stated the only fires DCPP has recently experienced have been with the transformers. Dr. Lam
thanked Mr. Hampshire for a well-prepared report.

Ms. Rochelle Becker, Executive Director for the Alliance for Nuclear Responsibility, was recognized.
She requested a copy of the power point presentations given by Mr. Nelson and Mr. Hampshire.

Mr. Robert Walthin was recognized and inquired about the status of the carbon dioxide system
(Cardox).

Ms. Jane Swanson of Mothers for Peace was recognized and referred the DCISC to an article by
local Fire Chief Robert Lewin in the June 2012 publication Homeland Security Today entitled In the
Shadow of Fukushima, Facing the Fires of a Meltdown. Dr. Budnitz and Assistant Legal Counsel Rathie
confirmed that the DCISC previously received and reviewed the article referred to by Ms. Swanson.
Ms. Swanson stated the article emphasizes the need for local fire fighters to coordinate with the
firefighting force of a nuclear power plant and she stated she was interested in learning more about
the coordination of onsite and offsite fire fighters at DCPP.

Mr. Stanley Yucikas of San Luis Obispo was recognized. Mr. Yucikas inquired concerning training
received by plant personnel in fire suppression and whether there is an ongoing program to teach
plant personnel about approaching fire. He questioned whether the staffing levels described by Mr.
Hampshire were adequate for DCPP and whether, during performance of the procedure which



resulted in a flashover event and transformer fire, DCPP Fire Department personnel were on the
scene at that time.

Dr. Budnitz, responding to Ms. Swanson’s comments, stated Chief Lewin attended a meeting of the
DCISC held two years previously and Chief Lewin expressed his concerns on that occasion which
were taken seriously by this Committee and the plant. In the interim there has been an exceedingly
thorough response to Chief Lewin’s concerns and the issues he raised, including those related to
communication, training, radiation, and access, were each addressed and resolved. Dr. Budnitz
confirmed a fact-finding was held with Chief Lewin to discuss the issues he raised with the DCISC
and Chief Lewin was invited and did make a presentation to the DCISC at a public meeting. Dr.
Budnitz reported a DCISC fact-finding team also met with DCPP Fire Chief to obtain his perspective
on these issues. Mr. Harbor stated that, from PG&E’s perspective, it is very important to ensure
there is coordination with local agencies to support emergency planning and DCPP continues to
work with Chief Lewin to make the relationship the best it can possibly be. Mr. Hampshire
commented that there is a high degree of cooperation between the County and DCPP Fire
Departments including conducting joint activities on a monthly basis. Plans have been exchanged
and walkdowns of systems and areas have taken place as well as briefings held on accessing the
plant and areas within its protective zones. Mr. Hampshire stated his belief that staffing levels for
the DCPP Fire Department are adequate as the first action in the event of a fire or a medical
emergency is a notification to CalFire. The DCPP Fire Department is sufficiently staffed to do the
preparation necessary to fight fire and to be ready in the event a CalFire response is necessary and
he observed that the Department is not akin to the fire brigades used by many other utilities.

Mr. Hampshire stated that the Cardox System is in excellent health and there have been no
problems with the system function and, for issues identified by surveillance testing procedures, and
maintenance is easy to perform to correct any situation. He stated there had been an inadvertent
actuation of the Cardox System in the past during testing, and procedures have now been revised
to do testing with compressed air to ensure the system can perform its function.

Ms. Elizabeth Brousse, of Mothers for Peace, was recognized. Ms. Brousse stated that the current
drought in California may continue in the coming years and she wondered whether given the
drought conditions, CalFire and the DCPP Fire Department offered sufficient protection against fire.
She also inquired about the need to call in the federal government in the event of a fire at DCPP and
whether the federal government could provide an adequate response.

Dr. Budnitz responded and stated drought conditions would not be expected to impact firefighting
capabilities as there are water tanks and other provisions for fire water supplies. Mr. Harbor
thanked Ms. Brousse for her questions and stated that firefighting at a nuclear plant is
fundamentally different because specific equipment must be protected and the fire protection
program at DCPP is, for that reason, quite comprehensive and integrated to include licensed reactor
operators who know which equipment requires the highest levels of protection and the fire
personnel and NRC-licensed operators work and train together in these efforts. Mr. Hampshire
confirmed CalFire personnel are trained in the radiological aspects of firefighting at a nuclear plant.
Mr. Hampshire stated, in response to Mr. Yucikas question, that the DCPP Fire Department is



staffed 24-hours a day on a 7-day-per-week basis and plant personnel receive training in how to
respond to a fire by taking immediate action to inform the control room. Fire watch personnel are
also provided training on compensatory measures.

VII Discussion By the Committee

A. DCISC Attendance at Recent Meetings of the California State Water Resources Control
Board’s Review Committee for Nuclear Fueled Power Plants Concerning Alternatives to Once-
Through Cooling at DCPP and Discussion of a Possible DCISC Review of the Bechtel Power
Corporation’s Independent Third Party Final Technologies Assessment for the Alternative
Cooling Technologies or Modifications to the Existing Once-Through Cooling System for the
Diablo Canyon Power Plant.

Dr. Budnitz stated that with Dr. Peterson he attended a meeting of the Review Committee for
Nuclear Fueled Power Plants (RCNFPP) which was formed by the State Water Resources Control
Board (SWRCB) to review and provide information about several technical options which, if
implemented, would replace once through cooling at DCPP with a technology that would have less
or perhaps no impact on the ocean and marine environment. The Bechtel Power Corporation
(Bechtel) was selected and funding was obtained from PG&E and Southern California Edison for an
independent technical analysis of identified options. Bechtel issued a technical report (Final
Assessment) which evaluated a number of options selected by the RCNFPP and addressed costs for
each and the DCISC reviewed and evaluated the Final Assessment and provided its evaluation
(Evaluation) to the RCNFPP in September 2013. Dr. Budnitz reported that since the Bechtel Final
Assessment and DCISC Evaluation were issued other technical options have been identified for
review including that of locating cooling towers to the south of the plant that would use saltwater
rather than freshwater. Bechtel was charged to do an Addendum to the Final Assessment to
address these options and that Addendum is now due to the RCNFPP on June 19, 2014. The RCNFPP
has offered the opportunity to the DCISC to provide its further evaluation of the Addendum prior to
the Addendum being released for public comment. That review by the DCISC is to be due on July 3,
2014, which Dr. Budnitz described as a very short time for the DCISC to complete its evaluation as to
the issues, if any, identified in the Addendum by the DCISC Members. Dr. Budnitz stated that the
collective concurrence of the membership would be required to approve an evaluation of the
Addendum and that this concurrence could only take place at a properly noticed public meeting.
The members and consultants then discussed scheduling their review and the possible dates for a
public meeting and established the date of June 30, 2014, at 10:00 A.M., in Berkeley, California, as
that date, time and location for a public meeting. During their discussion Dr. Peterson, assisted by
Consultant Wardell, accepted the role as the principal author to develop a draft evaluation of the
Addendum. Legal Counsel Rathie observed the same process as was used for review of the Final
Assessment should be followed on this occasion and the public meeting would need to be video
recorded and a draft of the DCISC evaluation should be available to be posted on the DCISC website
prior to the meeting as was done in September 2013.

Ms. Rochelle Becker was recognized. Ms. Becker suggested the DCISC reconsider its decision to
hold a meeting outside of the San Luis Obispo area as the issue was of great importance to the
community. She acknowledged that the DCISC has worked for years under California’s Bagley-



Keene Open Meeting Act to be as open as possible and she suggested the DCISC was being rushed
by Bechtel to complete its review and she observed that Bechtel’s reports to the RCNFPP, on which
Ms. Becker sits as a member, have been delayed on several occasions in the past. She suggested the
Committee contact and write to the RCNFPP or the SWRCB and request additional time to
complete its review. Ms. Becker remarked that it is the public that is getting shortcut in this process
and it is the ratepayers who are going to be asked to pay for this. The Members discussed the
matter and directed Assistant Legal Counsel Rathie to contact the RCNFPP and request additional
time, until August 11, 2014, to complete and approve their evaluation of the Addendum. If the
request is granted by the RCNFPP the DCISC Members determined to schedule a public meeting in
San Luis Obispo County on August 8, 2014, to approve their evaluation of the Addendum Ms. Becker
stated she would support a request on behalf of the Committee for additional time and she stated
that the Committee in making its request for additional time would be doing something important
for the community. She further stated the RCNFPP is looking for the DCISC’s concerns more than
Bechtel is seeking the DCISC’s technical expertise and she stated she is not expecting that Bechtel
will change the Addendum based on the DCISC’s evaluation.

Ms. Jane Swanson of Mothers for Peace was recognized. Ms. Swanson thanked the Committee for
agreeing to request additional time to provide its evaluation of the Addendum to the RCNFPP. She
stated, however, that she did not believe Bechtel was independent in its assessments because of its
long history with PG&E and DCPP. She asked that the Committee also review the cost estimate by
Powers & Associates which she stated is extremely different from that offered by Bechtel, employs
different techniques and is much more modest in cost.

Dr. Budnitz, in response to Ms. Swanson, stated that the DCISC’s concerns do not go to the cost of
the various proposals but rather to the technical details and the safety implications on DCPP. Dr.
Budnitz stated the Powers & Associates proposal, which he has reviewed, is technically different
and that could be a matter the DCISC would review.

B. Public Outreach, Site Visits and Other Committee Activities; Scheduling and Confirmation of
Future Fact-findings and Public Meetings:

The members confirmed public meetings of the DCISC are now scheduled for October 14–15, 2014,
February 4–5 (a change from previously scheduled dates of 11–12), and June 17–18, 2015. A public
meeting was scheduled during the afternoon session for October 21–22, 2015.

Fact-finding visits were confirmed and scheduled as follows:2

[2014]

June 24–25 RJB/DCL;

August 13–14 PFP/RFW;

September 17–18 PL/DCL;

November 19–20 RJB/RFW;

December 9–10, 2014 PFP/DCL.



[2015]

January 21–22 PL/RFW;

March 17–18 RJB/DCL;

April 21–22 PL/RFW;

May 12–13, 2015 PFP/DL.

Abbreviations: “DCL” – Mr. David C. Linnen; “PFP” – Dr. Per F. Peterson; “PL“ – Dr.
Peter Lam; “RFW” — Mr. R. Ferman Wardell; “RJB” – Dr. Robert J. Budnitz

VIII Information Items Before the Committee

The Vice-Chair directed the items scheduled under Item VII of the agenda be heard following
the report of the DCISC Assistant Legal Counsel presented under Agenda Item V (see above).

IX Adjourn Afternoon Meeting

The Vice-Chair adjourned the afternoon meeting of the DCISC at 6:30 P.M.

X Reconvene For Evening Meeting

Dr. Lam convened the evening meeting of the DCISC at 6:45 P.M.

XI Committee Member Comments

There were no comments by any members at this time.

XII Public Comments and Communications

Dr. Lam invited any member of the public to attend this public meeting and to address
comments to the Committee.

Dr. Gene Nelson, a resident of San Luis Obispo, was recognized. Dr. Nelson stated he observed what
he termed a lack of common sense in the discussion about the loss of some sea life when compared
to the safety of the public and he stated the sea life lost through the use of once through cooling
was dwarfed by that lost due to natural wave action. He stated he knew of a news article on the air
curtain used by DCPP to prevent intrusion of salp, a jellyfish-like sea creature, on the input screens.
He reviewed the alternatives and stated California electric consumers would have to supply
400,000 5-kilowatt generators to make up for the power lost if DCPP were to be shut down and
lack of power imperils public safety as demonstrated in 2001 when the state experienced rolling
blackouts due to the actions of the Enron corporation with the resultant problems for hospitals,
traffic signals, public safety infrastructure, etc. He remarked solar and wind power also have issues
in comparison with safe nuclear power. Natural gas and coal power plants also create problems. He
closed his remarks by stating the DCISC should be advocating for continued use of once through
cooling and not the nonsense plan of putting in giant cooling towers.



Mr. John Geesman, on behalf of the Alliance for Nuclear responsibility was recognized. Mr.
Geesman observed the topic of the former NRC Senior Resident Inspector for DCPP, Dr. Michael
Peck’s, differing professional opinion was not included on the DCISC agenda for this public meeting.
Mr. Geesman stated Dr. Peck’s disagreement related to whether the Shoreline, San Luis Bay and Los
Osos Faults could produce a ground motion at DCPP greater than the safe shutdown earthquake
and Dr. Peck was overruled by his supervisors and other NRC management in his assessment of this
issue. He stated Dr. Peck has since been transferred to Chattanooga, Tennessee, but has filed a
differing professional opinion inquiry which Mr. Geesman described as the second step in the NRC
protest process. Mr. Geesman stated 330 days have now passed since Dr. Peck filed his differing
professional opinion and the NRC has yet to take any action on the matter although NRC rules state
the most complex differing professional opinions should be resolved within 120 days. Mr. Geesman
stated that this suggests the issues raised by Dr. Peck are substantially more complex than perhaps
the DCISC was previously aware.

Ms. Sherry Lewis, of Mothers for Peace, was recognized. Ms. Lewis stated that in her review of the
Minutes of the February DCISC public meeting she found the reference to “Green” status in
reference to program health and “Green” status with reference to NRC violations to be confusing.
Dr. Budnitz and Consultants Linnen and Wardell explained that DCPP employs a rating system to
describe the health of its internal programs with Green, White, Yellow and Red used to describe
various states of program health with Green being the best and Red representing unacceptable
program health. The NRC employs reference to “Green” status in connection with the NRC
Performance indicators, with Green referencing that the threshold for which no additional NRC
oversight beyond baseline inspection is required and the NRC also uses the term “Green” as a
status for the violations it issues, with a Green violation representing issues which while they may
not be desirable, represent very low safety significance. Ms. Lewis then provided a copy of a book
entitled Fukushima, the Story of a Nuclear Disaster to each member of the DCISC.

Mr. William Gloege of Orcutt, California, was recognized. Mr. Gloege stated that shutting down a
nuclear plant results in vastly more carbon dioxide, ozone and smoke in the environment and he
stated this was true when SONGS was recently closed and that fact is now measurable. Closing a
nuclear plant produces more health hazards and this starts from the first day of closure of the
nuclear plant because energy needs to be produced in some other way. He called the DCISC’s
attention to a 2012 article in Forbes magazine which compared the methods used to generate
energy and contrasted the hazards, in terms of deaths produced, and the result of each of the
generation methods discussed in that article. He stated that the bottom line claimed by antinuclear
groups of their concern for human health was not borne out by the data and he suspected their
motives may include creating fear to generate income,

Mr. Robert Walthin was recognized. Mr. Walthin stated he retired from PG&E after working 30
years at DCPP as a reactor operator and prior to that as a nuclear power trained machinist on
submarines. He remarked it was his opinion nuclear power was a good thing but there are actions
which could be taken to improve the way it is produced. He stated he understood the DCISC was
not created to participate in the political discourse over the use of nuclear power but rather to
assess and report on the safety of DCPP’s operation and he stated persons in the community might



lose sight of the fact that the DCISC job is to simply look at the facts and reach a conclusion and
document and publicize the conclusions reached. Mr. Walthin observed that on his license from the
NRC there were no references to PG&E but rather the responsibilities of a licensed operator are to
protect the health and safety of the general public.

Mr. Stanley Yucikas, a resident of San Luis Obispo, California, was recognized. Mr. Yucikas remarked
it was his belief nuclear power was probably the cleanest, safest and most efficient method
currently being used to produce electricity. However, he stated the waste byproduct of the
production of that electricity is presently being stored in cooling tanks and in dry casks and that
there is a huge cost to be addressed when nuclear power production ceases which will be borne
with the citizens and that at least 32 acres of coastline in proximity to DCPP has been lost to public
access due to the waste and safety concerns over its storage. He stated the DCISC should do what it
can as a safety committee to move the process along to the best solution for handling and disposal
of nuclear waste as this is a day-to-day safety concern at DCPP and should be addressed as such. He
stated the DCISC has a responsibility to convey the concerns of many persons about waste storage
to the persons responsible.

Mr. David Weisman, representing the Alliance for Nuclear Responsibility, was recognized. Mr.
Weisman remarked, with the reference to remarks made earlier in this public meeting to the SSHAC
ground motion and seismic source characterization workshops those meetings are now available to
be viewed on the internet by typing in “PG&E” “SSHAC” and”Workshops” into a web browser and
the power point slides which were used at the workshops are also available and may be
downloaded.

XIII Information Items Before the Committee (Cont’d)

Dr. Lam requested Mr. Harbor to continue with the informational presentations scheduled for
this public meeting. Mr. Harbor introduced Mr. Jim Welsch, the Station Director at DCPP. Mr.
Harbor reported Mr. Welsch has more than thirty years of nuclear industry experience. Mr. Welsch
has held leadership positions in Operations and Training organizations and holds a Senior Reactor
Operator’s License and a Bachelor’s Degree in Nuclear Technology.

Update on Plant Events, Operational Status and Performance Indicators.

Mr. Welsch provided a station update and reported that operator training programs received
accredited renewal as of January 16, 2014. All six Operations training programs were unanimously
renewed by the National Academy for Nuclear Training for four years of accreditation and all
programs fully met accredited objectives. He reported there are twelve total accredited training
programs at DCPP and a comprehensive self-assessment was completed on May 16, 2014, for the
Maintenance and Technical Training Programs and all six objectives were reviewed by a self-
assessment team utilizing strong industry participation (nine industry peers). Mr. Welsch remarked
the results will help the station be fully prepared for review by the National Academy for Nuclear
Training in December 2015.



Mr. Welsch reviewed with the DCISC the NRC Hostile Action Based Event (HABE) Emergency
Planning Exercise held on May 21, 2014. He described the exercise as a broad, comprehensive,
graded exercise involving CalFire, the Sheriff’s office and the FBI and stated that the extensive
Federal Emergency Management Agency (FEMA) debriefing identified no planning issues, areas
requiring corrective action or deficiencies in the performance of the state and local agencies. The
FEMA exit representative described the exercise as one of the best exercises FEMA has evaluated.
In response to Dr. Lam’s inquiry he reviewed the preparation for the exercise which included hiring
additional staff, benchmarking and assessment activities, and work with CalFire and the Sheriff’s
offices. Strengths identified included coordination with the incident command post and
dissemination of public information. Mr. Welsch stated there were some missed opportunities
which were identified in the debriefing and these will be entered into the Corrective Action
Program.

Mr. Welsch reviewed the 1R18 refueling outage and the major scope accomplished during that
outage including:

Containment Fan Cooler Unit (CFCU) 1-3, 1-5 Motor Overhaul.

CFCU Damper Modification – All CFCU’s.

Reactor Coolant Pump (RCP) 1-3 Motor Overhaul.

Main Generator Re-wedge.

Vital Battery 1-1 Replacement.

Circulating Water Pump Motor 1-1 Overhaul,

10 Year Reactor Vessel Inspection (partial),

Mr. Welsch reported DCPP has a process for identification of emergent issues during an outage and
a leader is identified to systematically review each emergent issue and make sure it is fully
understood and then to develop, plan and prepare to execute the repair or replacement as
necessary. During 1R18 there were 56 emergent issues identified and he reported all integrated risk
was effectively managed. He observed that a team’s ability to respond to emergent work was an
excellent indicator of the team’s overall performance. In response to an inquiry by Consultant
Wardell Mr. Welsch stated there is more work to be done on the CFCUs including adjusting the
timing sequence to address the anti-rotation device problem and in the meantime the CFCUs are
run only in low speed. Design changes are also required to the CFCU cooling coils to upgrade and
replace the current coils. Mr. Welsch stated that along with replacing the cooling coils, the plant
will implement design changes to the inlet dampers to the CFCUs to meet the requirements of the
cooling coils. Mr. Wardell confirmed the DCISC will schedule a review of the changes during a
future fact-finding. Mr. Welsch reported that prior to 1R18 the Containment Hatch rails were
successfully upgraded to be seismically qualified as a result of a question raised by the DCISC. Work
is scheduled to complete the Containment Hatch upgrade during the 2R18 refueling outage. Mr.
Welsch complimented the DCISC on its role in identification of this issue as it provided an
opportunity for improvement.



Mr. Welsch provided a graph of department level events (DLE), which he described as low level
mistakes, comparing station performance during outages 1R17, 2R17 and 1R18 where events
dropped from 24 during 1R17 to 13 events during 2R17 to a total of four events during 1R18. He
stated DCPP is now tracking section level events (SLE) at a lower threshold and that this effort is
expected to contribute to keeping the numbers of department level events low.

Mr. Welsch provided outage performance statistics during 1R17, 2R17 and 1R18 as follows:

Human Performance Standards & Expectations

1R18 SLE = 0 Events DLE = 4 Events

2R17 SLE = 1 Event DLE = 13 Events

1R17 SLE = 2 Events DLE = 26 Events

Industrial Safety

1R18 Lost Time Injuries – 0 Recordable Injuries – 0 First Aid Cases – 14

2R17 Lost Time Injuries – 0 Recordable Injuries – 0 First Aid Cases – 27

1R17 Lost Time Injuries – 0 Recordable Injuries – 1 First Aid Cases – 36

Cumulative Worker Exposure

1R18 Actual – 30 Goal – 32

2R17 Actual – 25 Goal – 28

1R17 Actual – 41 Goal – 42

Duration

1R18 Actual – 32 Goal – 33

2R17 Actual – 48 Goal – 52

1R17 Actual – 55 Goal – 40

Mr. Welsch confirmed Dr. Budnitz’ observation that improvement in industrial safety was due to a
significant effort by DCPP to engage contractor personnel in DCPP processes and procedures and
Mr. Welsch stated that the plant is now at 17,000,000 person hours worked without a lost day work
case. Dr. Budnitz stated that DCPP’s performance in the area of industrial safety is a measure or
indicator of a positive safety culture at the plant. Mr. Welsch agreed and stated that industrial
safety performance is not separate from radiological safety or nuclear safety. In response to Dr.
Budnitz’ question, Mr. Welsh stated the accident in San Bruno, California, due to an explosion of a
gas transmission pipeline affected employees in sections of PG&E apart from gas transmission and
their reactions included shame, frustration and anger and the efforts to improve and support all
PG&E operations crosses traditional organizational lines at PG&E. Mr. Harbor remarked that
information is taken from other organizational lines of business at PG&E to build on performance



and there has been extensive benchmarking within the company following the events at San Bruno.

Mr. Welsch stated that with reference to the 500 kV lightning arresters cleaning, a common cause
analysis by a vendor is being conducted and meanwhile the arresters have been replaced with a
more robust design. To perform the cleaning, power is now reduced to 15% and the affected unit is
separated from transmission grid. He termed this a cold wash and stated it is now being performed
every three months based upon the need for one inch of rain in a 24-hour period being sufficient to
rinse off contaminants on the bushings. The cold wash takes approximately 24 hours from 100%
power to 100% power. Mr. Welsch stated DCPP is investigating a design change to replace the
arresters but will be employing the cold wash as an interim measure.

Mr. Welsch reported that at the end of 1R18, as the unit was increasing power Reactor Coolant
Pump (RCP) 1-3 seal package flow was determined to be higher than normal. U-1 was shut down
and the seal package inspected and an 11-day outage resulted to replace the RCP 1-3 seal package.
Cause evaluation was misalignment of the pump shaft in the No.1 seal housing. In response to Mr.
Linnen’s inquiry, Mr. Welsch stated the misalignment during 1R18 was performed by a vendor and
was due to how the dial indicator was used. The rework of the pump shaft alignment was
performed by DCPP personnel who were recently trained and qualified on seal package
maintenance. Mr. Welsch stated the style of dial indicator used by the vendor will no longer be used
at DCPP and will be replaced by a digital electric indicator.

Mr. Welsch stated that in February 2014 the DCPP environmental team monitoring high swell
condition predicted a high ocean swell event and the Operational Decision Making process was
used and the U-2 was ramped to 25% power on February 28, 2014. U-1 was in a refueling outage at
the time. Mr. Welsch described this decision as conservative and the plant did not experience any
issues but the decision was sound and based upon creating additional margin and he reported
there was significant property damage along the coastline to piers and businesses due to the storm.

Mr. Welsch discussed and provided an update on the element of the Strategic Performance
Improvement Plan, which he described as an effort to implement minor changes to increase
employee efficiency while maintaining performance, as follows:

Risk Management

Modified approval process to improve efficiency of OUR TEAM concept.

1R18 Integrated Risk Awareness and Management

472 total activities

472 medium, high or very high risk activities

Zero events due to risk challenges

Very High Risk

6 Mechanical Maintenance

6 Total

High Risk



21 Electrical Maintenance

1 Instrument & Control (I& C)

5 Mechanical Maintenance

2 Projects

29 Total

Medium Risk

100 Electrical Maintenance

68 I&C Maintenance

160 Mechanical Maintenance

105 Project

4 Foreign Materials Exclusion (FME) Crew

437 Total

Worker Behaviors & Leadership Engagement

Pre-Outage Dynamic Learning Activity for entire Extended Leadership Team completed.

Human Performance Oversight Committee and a Human Performance Champion to
accelerate culture change.

Wireless technology in the Turbine Building by June 17, 2014.

Engagement and Coaching program revised to address leader feedback.

Observation program software upgraded.

Electric Power Reliability

Unit 1 & 2 500 kV Lightning Arresters Upgraded

Unit 1 Lightning Arresters Cleaning

Unit 2 Lightning Arresters Cleaning

Sustainability

Employee Advisory and Engagement Council feedback being addressed

Graded approach to Human Performance tool use.

Pre Job Brief tool adjusted to better support the users

Site Standards Handbook no longer required to be “In hand.”

First level supervisor aggregate impact workload improvements ongoing

In response to Consultant Linnen’s inquiry concerning the failure of the lightning arresters, Mr.
Welsch stated that the failure destroyed the arresters and DCPP has determined the latest failure
was most likely caused by an internal failure. He stated the U-2 side of the plant experiences a micro
climate which differs from that on the U-1 side and results in rapid contamination buildup on the



silicone-based bushings creating an imbalance of contaminants. Mr. Welsch stated DCPP is
discussing with its vendors the possibility of replacing the polymer arresters with porcelain which
he described as old technology but for DCPP’s purposes he stated this might be the most reliable
alternative. Monitoring equipment has been installed to track leakage current but it will take time
to gather enough data to draw engineering conclusions.

In concluding his presentation, Mr. Welsch reviewed the upcoming station activities including the
NRC Problem Identification and Resolution Inspection in August 2014, the Mid-Cycle Self-
Assessment also in August 2014, and U-2 Refueling Outage 2R18 in October 2014.

Mr. John Geesman, representing the Alliance for Nuclear Responsibility, was recognized. Mr.
Geesman stated he did not believe the indicators discussed by Mr. Welsch were indicative of a
strong safety culture. He observed that a level capital budget and maintenance restrictions across
the industry for aging plants were indications of concern and PG&E in its latest General Rate Case
indicated it will level out its expenditures to $200,000,000 per year. He stated the proposal to
address the Shoreline Fault by a license amendment was another troubling indication and stated
that DCPP’s action was analogous to what happened in the gas pipeline situation. Mr. Geesman
stated the Independent Peer Review Panel established by the CPUC found insufficient data to
support the ground motion assumptions at the site and that PG&E had determined to attempt to
model itself out of the problem instead. Mr. Geesman stated these were the types of cultural
indicators that parallel the set of circumstances the U.S. Attorney has brought in her indictment of
the PG&E related to the gas system. Mr. Geesman stated that the down rating by INPO, although
not discussed by the DCISC or PG&E, was “an elephant in the room.” Mr. Geesman stated the DCISC
should ask PG&E to set a date by which it expects to regain its prior rating by INPO and evaluate
progress against that objective. He stated that to do otherwise is to go down the same path the
regulator did in the gas transmission matter and therein lies a cultural problem.

Dr. Budnitz stated he disagreed with many of Mr. Geesman’s observations. Dr. Lam stated he found
Mr. Welsch’s presentation to be a comprehensive and systematic measure of performance but he
believed, without commenting on the merits of Mr. Geesman’s remarks, that Mr. Geesman made a
substantial contribution to the DCISC’s charter of safety review by offering an alternative.

Mr. William Gloege of Orcutt, California, was recognized. Mr. Gloege stated he had an answer
concerning what should be done with nuclear waste which he stated should be placed in canisters
and stored in the ground until there is a new generation of reactors capable of burning the current
waste products and leaving a very small by product.

Ms. Sherry Lewis of Mothers for Peace was recognized. Mr. Lewis stated she did not understand
the data on cumulative worker exposure to radiation discussed by Mr. Welsch. Mr. Harbor replied
the numbers track radiation exposure in terms of person-rem. Dr. Budnitz reported that the data
do not reflect any one person getting the total cumulative dose but rather the number is a
cumulative sum of many small doses and the data on cumulative radiation exposure represents a
sum and not an average.



Dr. Gene Nelson of San Luis Obispo was recognized. Dr. Nelson remarked that he has a Ph.D. in
radiation biophysics and stated that the cumulative dose for the numerous work activities was very
small and close to the natural background levels. Dr. Budnitz replied that the data for cumulative
radiation dose is in addition to background radiation.

Mr. Stanley Yucikas of San Luis Obispo, California, was recognized. Mr. Yucikas stated that if the
data is compiled across the entire DCPP workforce there is a likelihood some personnel are
receiving more than 30 person-rem. Dr. Budnitz replied that the number is cumulative and while
some individuals get more exposure than others during an outage, the cumulative radiation dose
data is a sum of individual activity measurements across the entire workforce.

Ms. Sherry Lewis was recognized. She stated that she now understands that 30 person-rem is the
number for the entire outage, while some persons received more and some less, the cumulative
dose was 30 person-rem. Dr. Budnitz confirmed again that the data represented a sum not an
average of all additional exposure beyond background radiation.

Mr. Harbor requested the Manager of Regulatory Services at DCPP, Mr. Tom Baldwin, to make the
last presentation for the evening to the DCISC. Mr. Harbor stated Mr. Baldwin has more than 25
years of experience in the nuclear industry as a professional engineer in leadership positions in
Operations, Engineering and Regulatory Services and holds a Bachelor of Science Degree in
Mechanical Engineering and a Senior Reactor Operator’s license.

Licensee Event Reports, Review of NRC Notices of Violations, and NRC Performance Indicators.

Mr. Baldwin reported his presentation would cover the time between February 2014, when the
DCISC last held a public meeting, and June 2014. In summary all NRC performance indicators meet
NRC green performance expectations. Five violations of very low safety significance were reported
since the last DCISC meeting. Today’s presentation covers more than four months of NRC
inspections involving 2,500 hours of the inspectors’ time.

Mr. Baldwin reviewed a chart which summarized the NRC Performance Indicators that all nuclear
stations report to every quarter. Mr. Baldwin stated that DCPP continues to meet all NRC
performance indicator thresholds and sets more rigorous thresholds for the Performance Indicators
than the thresholds set by the NRC and monitors those on a continuous basis in order to enter
areas of declining performance into the Corrective Action Program before they can impact the
performance on the NRC indicators. Mr. Baldwin stated Green status indicates good performance
but not necessarily error-free performance. The NRC Performance Indicators, which are also
available to members of the public on the NRC’s website, include:

Unplanned Scrams per 7000 Critical Hrs

Unplanned Power Changes per 7000 Critical Hrs

Unplanned Scrams with Complications

Safety System Functional Failures



Mitigating Systems Performance Index, Emergency AC Power System

Mitigating Systems Performance Index, High Pressure Injection System

Mitigating Systems Performance Index, Heat Removal System

Mitigating Systems Performance Index, Residual Heat Removal System

Mitigating Systems Performance Index, Cooling Water Systems

Reactor Coolant System Activity

Reactor Coolant System Leakage

Drill/Exercise Performance

ERO Drill Participation

Alert & Notification System

Occupational Exposure Control Effectiveness

Radiological Effluent Occurrence

Mr. Baldwin reported during the period February 2014 – June 2014, there were five Licensee Event
Reports (LER) submitted to the NRC by PG&E as follows:

LER 1-2013-010, issued February 18, 2014, for inoperable Emergency Diesel Generators (EDG) 1-
2 and 1-3 for an event which occurred in December 2013 during routine planned maintenance
on EDG 1-2 when an operator who was to conduct the maintenance activity went to EDG 1-3,
which was in standby, to inspect the area on which he would be doing maintenance on EDG 1-
2. The operator caught his foot on a hose and broke a fitting on EDG 1-3 which caused an oil
leak. EDG 1-3 was declared inoperable and EDG 1-2 was performing a safety function and not
fully available. Mr. Baldwin stated that at all times the offsite power systems were fully
available as were EDG 1-1 and all U-2 EDGs. There was no significance to this event with
respect to public health and safety. The event was caused by the operator’s
misunderstanding the status of protected equipment which precluded work on a redundant
component when another component is out of service.

LER 1-2014-001, issued March 31, 2014, for noncompliance with Technical Specification (TS)
3.4.3 and Pressure Temperature Limits Report during Reactor Coolant System (RCS) Vacuum
Refill Operations. Plant staff identified a violation received by another plant and determined a
similarity between the actions which led to that violation and actions taken at DCPP. Mr.
Baldwin stated that most plants coming out of refueling outages restore the RCS by first
removing all air from the system by creating a vacuum on the system. However, DCPP, like
the other station, found this condition was not included within the authorized limits of
pressure and temperature for the RCS as portrayed on a graph which established its zero-
point as the atmospheric pressure and did not support drawing a vacuum on the RCS. Mr.
Baldwin stated the plant was fully analyzed and safe to operate with a vacuum condition on
the RCS but technically the graph did not support operations. A revision was performed to the
graph, which is not controlled by TS and corrected the issue.



LER 1-2013-009-01, issued May 14, 2014, for high wind impact on EDGs which was discovered
by the Licensing Basis Verification Project which found a vulnerability for U-1 under very

or exceed 60 miles per hour from the northwest to north northeast direction the air flow
through the EDG radiators could potentially have been inhibited resulting in gradual heating
up of the EDGs and becoming less powerful and ultimately not capable of performing their
function. Mr. Baldwin stated DCPP has never experienced sustained winds above 60 mph but
is required to be designed for this condition. A wind warning alarm was established in the
control room and instruction was provided to operators to use preexisting procedural
guidance to open up additional airflow pathways for the EDGs should they experience high
wind speed. Dr. Budnitz observed that every other U.S. nuclear plant reviews LERs and Mr.
Baldwin confirmed that LERs represent excellent communication tools for the industry and
stated a plant in Florida also found a similar vulnerability.

LER 1-2014-003, issued May 5, 2014, for an unanalyzed condition regarding the EDG exhaust
plenum not protected against tornado damage. This was identified by the Licensing Basis
Verification Project regarding the exhaust structure for the EDGs, which are air cooled, and
had not been appropriately designed for the license-required tornado. Although DCPP has
never experienced a tornado, the plant is required to be designed for one and the exhaust
structure constructed in the 1990's used incorrect design requirements. Mr. Baldwin reported
that under a scenario where a tornado might pick up certain objects around the plant and
those objects then impact on the exhaust structure could cause damage sufficient to reduce
the airflow through the EDGs, resulting a gradual increase in temperature and the EDGs
ultimately unable to provide necessary power. Mr. Baldwin stated that procedures have been
revised to provide for opening additional airflow pathways for the EDGs in the event of a
tornado warning.

LER 1-2014-002-01, issued May 20, 2014, for an uncompensated vulnerability identified in a
safeguards system. This involved an inadequately monitored internal barrier within the Intake
Structure security area as that area was no longer being continuously monitored by cameras
as required by compensatory measures. Mr. Baldwin stated the method for communicating
compensatory measures was not formally captured nor was the significance adequately
reviewed. DCPP has formalized its process for identifying, communicating, and tracking
compensatory security measures.

Mr. Baldwin reported during the period February 2014 to June 2014 the NRC identified five items,
characterized as Non Cited Violations (NCVs) or Findings which were rated Green, that is to have a
very low safety significance. He reviewed and discussed these with the Committee.

NCV (Green) Unit 2 reactor trip due to lightning arrester flashover (Cross-Cutting C-C) Aspect
H.1(b) Conservative Assumptions). This occurred during washing of insulators to remove
contaminants when a gust caused an arc and flashover of the lightening arrester. Mr. Baldwin
reported that this was due to the failure to adequately assess the risk and implement
compensatory and mitigation measures to ensure that should conditions change the
evolution would be stopped. Compensatory measures have been implemented to mitigate



the risk during those evolutions and washing is done offline.

Finding (Green) Auxiliary Feedwater Actuation Due to a Main Feedwater Pump Trip (C-C
Aspect H.1(a) Planning). This occurred as a result of a maintenance procedure allowing
calibration of relays on non safety-related electrical power supplies with the relay operable.
During calibration by a technician a relay actuated and deenergized the non safety-related
bus (i.e., power supply) and shut off an oil pump for the main feed pump which caused the
main feed pump to shut down and the unit to reduce power from 100% to 50%. Mr. Baldwin
stated the deficient performance was caused by maintenance procedural inadequacy which
allowed work to proceed with the relay energized.

NCV (Green) Loss of Control Room Ventilation System due to inadequate design control. C-C
Aspect H.2C Documentation). This occurred following a modification to the system when it
was found fans on automatic start would operate but then shut down and proceed to cycle
on and off. Mr. Baldwin stated the cause was inadequate design as a control circuit in the
system that assures only one fan operates at a time was not properly understood due to
documentation deficiencies. Mr. Baldwin stated the event was not safety significant as
operators were capable of manually selecting a mode in which the fans would run
continuously, only the automatic start mode was affected by the cycle on and off deficiency.

NCV (Green) – Failure to follow procedure resulting in inadequate Operability Assessment (C-
C Aspect P.2 Evaluation). In connection with the License Basis Verification Project review in
connection with the concern over tornados. In analyzing the effect of a tornado on the EDG
exhaust structure it was identified by the NRC that there was a need to control the types and
numbers of objects which a tornado might pick up. Mr. Baldwin stated this resulted from a
failure to fully assess a condition and explore all aspects.

NCV (Green) Inappropriate Fatigue Rule waivers (C-C Aspect H.1 Resources). This occurred
during work on the polar crane during the last refueling outage when the same technicians
were employed over a period of several days. The NRC has established work hour limitations
to prevent worker fatigue and there are regulations on how many days in succession workers
may work and this was an event where the technicians working on the polar crane in
containment had reached their normal work limits. Permission was authorized to exceed
those limits but Mr. Baldwin reported that the permission was not correctly authorized and
the plant maintenance procedures on the polar crane did not meet the very limited
circumstances in which work is allowed to exceed set limits. The issue has been documented
in the Corrective Action Program and Mr. Baldwin stated this represented a failure of
procedure due, in part, to persons outside the normal supervisory chain being used during the
refueling outage and by the supervisors not reviewing the procedures.

Mr. Baldwin summarized and reported the NRC issued the following Inspection Reports during the
February 2014 – June 2014 period:

Integrated Inspection Report (2013-005, 2/11/14)

Annual Assessment Letter for DCPP (2013-001, 3/4/14)

Integrated Inspection Report (2014-002, 4/23/14)



In concluding his presentation Mr. Baldwin remarked all NRC performance indicators meet NRC
green expectations and the plant meets all regulatory requirements and will not be subject to any
special or additional inspections by the NRC. Cross-cutting performance is strong, with no cross-
cutting themes identified.

Dr. Lam stated that an unlikely event such as a tornado at DCPP requires analysis before one can
settle on how safety-significant such an event may be and in the case of the EDG exhaust structure
that structure has been in an inadequately analyzed condition for some twenty years and Dr. Lam
stated he was uncomfortable with a deficiency which has existed for such a long period of time. Mr.
Baldwin stated he appreciated Dr. Lam’s perspective and he stated that is why the Licensing Basis
Verification Project is progressing and discovering subtle deficiencies that can exist for some time
and not be discovered. Mr. Baldwin confirmed that extremely rare events do occur and for that
reason DCPP and all nuclear plants are required to be robustly designed. Dr. Budnitz stated in the
event of a tornado a loss of offsite power is likely. Dr. Budnitz stated he would do some research to
determine what is the probability per year of a tornado in accordance with DCPP’s design basis
and he inquired whether the vulnerability existed for all the exhaust plenums or only a single
plenum. Mr. Baldwin replied DCPP has taken the issue of tornado damage seriously and has
removed a significant amount of equipment around the plant site that could be lifted by a tornado
and serve as a missile.

Ms. Rochelle Becker was recognized. Ms. Becker stated while she was in San Diego recently she
became aware of an event, termed a “firenado,” and inquired whether DCPP was prepared for such
an event. Dr. Budnitz stated the area around Berkeley, California, has experienced firenados in the
past which are caused by strong winds funneled by canyons and he observed such events were a
feature of topography. As DCPP is located in an area in proximity to canyons, Dr. Budnitz stated
such an event should be in the Safety Analysis Report (SAR) for DCPP and should be located and
reviewed.

Dr. Gene Nelson was recognized. Dr. Nelson commented the issue with the exhaust structures or
plenums might be addressed through the use of thicker metal and stronger welds. Dr. Budnitz
stated the issue was one of what criterion is required to be met and what level of engineering
margin is required and the engineering questions are different in California as opposed to areas
which experience frequent and powerful tornados.

XIV Adjourn Evening Meeting

The Vice-Chair adjourned the evening meeting of the Committee at 8:53 P.M. and reported the
meeting would reconvene at 8:00 A.M. on June 12, 2014.

XV Reconvene For Morning Meeting

The June 12, 2014, morning public meeting of the Diablo Canyon Independent Safety
Committee was called to order by its Vice-Chair, Dr. Lam at 8:00 A.M. Roll call was taken and the
presence of a quorum established with Drs. Budnitz and Lam present. Dr. Peterson was not present



for the morning meeting. Dr. Lam welcomed those persons present in the audience and watching
the proceedings on live streaming video. Dr. Lam requested any of the members who wished to
make remarks to do so at this time.

XVI Committee Member Comments

There were no comments by any of the members at this time.

XVII Public Comments and Communication

The Vice-Chair invited any member of the public present to address the Committee on matters
not on the agenda for this public meeting and invited any comments from members of the public
who wished to address the Committee to do so now.

Ms. Sherry Lewis of the group San Luis Obispo Mothers for Peace was recognized. Ms. Lewis stated
Mr. Linnen’s report on the January 2014 fact-finding visit showed commendable attention to detail.
She stated that the technology of producing nuclear power is a very young and complex
technology and rife with issues which constantly must be addressed and the nature of nuclear
radiation is so unforgiving, always damaging living cells, and represents the worst type of man-
made pollution which can last for thousands of years. Ms. Lewis stated her opinion that future
accidents related to nuclear power are guaranteed and she observed that there is a choice available
to use some of the cost and intelligence devoted to nuclear power to develop more efficient and
less dangerous renewable energy.

XVIII Information Items Before the Committee

Dr. Budnitz commented that the topic of Mr. Barbosa’s presentation has been a concern of the U.S.
nuclear industry for two decades and it has been a long arduous road to reach a technical solution
that reduces the risk of an accident.

Status of NRC Generic Safety Issue 191- Assessment of Debris Accumulation on Pressurized Water
Reactor Sump Performance.

Mr. Barbosa stated he is married with two children and has resided in San Luis Obispo, California,
for ten years and welcomes the opportunity to be part of DCPP safe operation. Dr. Budnitz stated
the reason nuclear plants have been allowed to continue operating by the NRC with the issues
which Mr. Barbosa will describe is that analysis shows the types of accidents are very unlikely but
cannot be precluded.

Mr. Barbosa stated that to safely shut down a nuclear reactor cooling must be provided even after
the reactor has shut down. All nuclear facilities have systems in place that maintain core cooling for
normal shut down and accident conditions. These systems make up the Emergency Core Cooling
System (ECCS) and Containment Spray (CS) System. The ECCS at DCPP consists of:

Charging System



Safety Injection System

Residual Heat Removal System

Mr. Barbosa observed that all these components directly provide cooling to the core following an
accident. While the CS does not directly cool the reactor core it does provide pressure suppression
and radiation scrubbing to minimize the effects of an accident.

Mr. Barbosa stated after an accident, break flow and cooling injection flow will form, by design, a
pool of water at the bottom of containment. The containment sump, a pit which serves as the
collection point for the recirculation pool, collects reactor coolant and chemically reactive spray
solutions. To provide cooling indefinitely, following the “Injection Phase” the ECCS will eventually
enter the “Recirculation Phase.” All ECCS and CS pumps draw water from the containment sump
during recirculation. It is therefore vital that this water source, the related pump inlets, and the
piping between the source and inlets are protected. Mr. Barbosa provided a generic diagram of the
location of a containment sump within containment.

Mr. Barbosa commented a Loss-of-Coolant-Accident (LOCA) can generate a significant amount of
debris inside containment and the recirculation pool. Debris primarily consists of insulation material
but also includes dust, dirt, paint, labels, etc. A strainer installed inside the recirculation sump is
designed to capture debris and protect the ECCS and nuclear fuel. Excessive debris can clog the
strainer and challenge the pumps. Mr. Barbosa described the strainer as a passive component akin
to a colander.

Mr. Barbosa reported NRC Generic Safety Issue (GSI)-191 and Generic Letter (GL) 2004-02 relates to
the potential impact of debris blockage on emergency circulation during design basis accidents at
pressurized water reactors (PWRs). The generic letter required licensees to perform an evaluation
of the potential for the adverse effects of post-accident debris blockage and operation with debris-
laden fluids to impede or prevent the recirculation functions of the ECCS and CS. Mr. Barbosa
confirmed an earlier comment by Dr. Budnitz that licensees are still operating because the NRC took
the position that the likelihood of an accident is extremely low and all PWR licensees have
implemented interim compensatory measures and have made their sump strainers substantially
larger. Some licensees also removed fibrous and/or particulate insulation, while others changed
their sump pH buffers or installed debris interceptors. At DCPP Mr. Barbosa reported compensatory
measures include removing unneeded insulation and replacing insulation with a material that is not
easily transportable and the installation of debris interceptors. He provided photographs of front
and rear strainer assemblies, the rear module of the strainer, the strainer disk, and a diagram of the
installed containment recirculation sump strainer.

Mr. Barbosa remarked that in order to characterize the extent of the issue DCPP was required to
perform testing of insulation material with a jet stream at various distances to establish destruction
zones. He provided and discussed with the DCISC a time line of the review of the issues in GL 2004-
02 at DCPP as follows:

Steam Jet Testing of Insulation at Wyle Labs.Installed 3,300 square foot new General Electric (GE) strainers



in Units 1&mp;2.Wyle discovers jet test setup error resulting in under prediction of pressures generated as a
result of a break.Retest insulation using corrected setup.Test Results: Higher debris quantities will be
generated in most cases. Extensive testing and modifications required for resolution.DCPP formally notifies
the NRC of our plan to pursue a risk-informed resolution of GL-191.Supporting the risk-informed “Pilot
plant” with developing the framework required to analyze, test, and inspect a risk-informed resolution.

2006

2007/2008

2008 DCPP Files Supplementary Response with NRC.

2009

2011/2012

2012

2013

2013/ present

Mr. Barbosa discussed the nature of the risk-informed (RI) resolution which DCPP is using to
resolve GSI-191. He stated the original option was deterministic in nature and included the need for
a detailed analysis and full understanding is avoided by making conservative assumptions. Only a
few accident scenarios are considered. The RI method requires realistic models to properly
characterize uncertainty and variability. An enormous number of scenarios are required to be
analyzed and understood for a complete risk analysis. A significant amount of testing and analysis is
required to support realistic models. The RI resolution of GSI-191 uses a Probabilistic Risk
Assessment (PRA) to characterize and quantify risk significance. DCPP is working with other utilities
to support the development of a RI resolution of GSI-191 such that the closure process can be
replicated by others. Piloted by South Texas Project (STP), a nuclear power plant near Houston,
DCPP joined other utilities and formed a Risk-Informed owners’ group.

In response to Dr. Lam’s observation Mr. Barbosa stated it was accurate to characterize the
deterministic approach as having failed but Mr. Barbosa explained that does not mean a
deterministic resolution was not viable. However, the testing performed for debris loads was
flawed and additional testing and modification of insulation inside containment, with the resulting
radiation dose to the DCPP workforce and increased cost, would be required. Mr. Barbosa
commented the decision to follow a RI approach was not taken lightly as it is a new methodology
for the NRC as well. Dr. Budnitz explained the nature of a deterministic approach as requiring a
showing of significant extra margin but he stated occasionally that approach turns out not to be
sensible because either the extra margin cannot be shown or it cannot be implemented without
great difficulty. The RI approach requires analysis of all accident sequences in detail and requires a
great deal of work but may provide better knowledge and allow an engineering solution that is
more realistic. Dr. Budnitz remarked that ten years ago a RI analysis for GSI-191 appeared to be
intractable but a considerable amount of test data provided a basis for a more realistic analysis. He
remarked that not only must all the RI scenarios be identified, a probability must be assigned to
each and this is difficult due to the complexity of the risk scenarios. Mr. Barbosa agreed with Dr.
Budnitz’ summary and contrast of the deterministic versus the RI analyses and stated RI resolutions
are now being applied to other areas in the nuclear industry. In response to Dr. Lam’s observation,



Mr. Barbosa commented DCPP has not completely discounted a deterministic resolution of GSI-191
and is still pursuing it as a fallback position.

Mr. Barbosa confirmed with the deterministic option gross assumptions were made about the
insulation quantities but only a few, approximately 30, accident scenarios are analyzed but with the
RI methodology realistic models are required that accurately characterize different accidents and
thousands of different scenarios must be reviewed. He reported the RI method works with the PRA
programs to assign a probability of risk significance to different accidents. DCPP is working with the
Risk Informed owners’ group on the testing and analysis required.

Mr. Barbosa reviewed DCPP’s path to resolution including implementation of the RI option at DCPP
to commence once the NRC issues a Safety Evaluation for STP’s RI submission. STP’s RI resolution is
now under NRC review with an estimated completion date near the end of 2015. DCPP’s resolution
will be complete two or three refueling outages after STP’s submission is approved by the NRC.
Testing and analysis to support a risk-informed and deterministic resolution is being performed in
parallel in case the RI resolution is not viable. Mr. Barbosa reviewed the actions taken to date to
support safe operation:

Containment and Strainer Cleanliness Programs to remove loose debris from containment.

Inspections including Surveillance Test Procedure M-45A to inspect the strainer before and at
the end of an outage. Surveillance Test Procedure M-45C and M-45D provide the
requirements to perform loose and latent debris surveys.

Strainer Back Flush Capabilities approved by the NRC and demonstrated through testing and
through various simulations using the plant simulator. Plant Accident Mitigation Diagnostic
Aids and Guidelines provide facility personnel guidance for back-flushing the RHR strainer
during accident conditions.

Back Flush alignments options include:

Back Flush from the Refueling Water Storage Tank (RWST) using Containment Spray

Back Flush from RWST using Residual Heat Removal Pumps

Back Flush from RWST using Gravity Feed

Installed debris interceptors with mesh perforations on three doors in containment inner
shell.

Jet tested temp-mat insulation to reduce debris generation by adding stainless steel jackets.

Cable tray jet test to protect power cables for the pressurizer heaters which have very high
temperature insulation made of fiberglass.

Jacketed temp-mat insulation with stainless jacket

Mr. Barbosa displayed several photos of the jet testing activities. In response to Consultant
Wardell’s inquiry, Mr. Barbosa confirmed the back flush capability is now in place and operable and



operators test back flush in the simulator. In a test a strainer was purposefully overwhelmed and
then back flushed to test the effect of the reverse flow.

Mr. Barbosa summarized the physical improvements done for GSI-191 at DCPP as including:

Installation of a new containment sump strainer assembly with approximately 40 times
surface area of the original screens;

Modification of the reactor cavity door to allow more debris to flow into the reactor cavity
inactive sump;

Addition of three debris interceptors to capture reflective metal insulation (RMI) and
unqualified coating paint chips;

Installation of multiple banding on approximately 1,400 linear feet of calcium silicate (cal-sil)
piping insulation inside the pipe break zones of impingement (ZOI);

Installation of stainless steel jacketing on Temp-Mat piping insulation inside the pipe break
ZOIs;

Installation of tray covers to protect the pressurizer heater cable; and

Removal of calcium silicate and mineral wool insulation, installation of stainless steel jacketed
Temp-Mat insulation, and installation of reflective metal insulation on all four steam
generators.

Mr. Barbosa stated remaining actions include performing additional analyses and testing to support
a RI resolution; use of specialized software and development of the input to go into the modeling
to characterize thousands of accident scenarios; incorporation of data into the PRA model; and to
update the GL 2004-02 supplemental response to the NRC. In response to Dr. Budnitz’ question, Mr.
Barbosa stated his belief the NRC would not deny outright a RI resolution of GSI-191 but the issue
would likely turn on whether the NRC believes the testing and data to be sufficient to support a
complete, realistic and accurate model. Mr. Barbosa stated he believed the NRC to be supportive of
the RI approach due to the increase in the accuracy of the computer models. Dr. Budnitz stated that
this was a recent development as five or ten years ago the NRC staff rejected a similar approach to
the RI methodology as unrealistic. Dr. Budnitz remarked the NRC was first convinced that a realistic
analysis could be done on a RI basis in the analysis of the phenomena involved with pressurized
thermal shock. He remarked that a more realistic analysis results in safer plant operations. Mr.
Barbosa stated the STP has submitted its RI GSI-191 resolution to the NRC and received multiple
requests for additional information. Mr. Wardell stated that the North Anna Nuclear Generating
Station in Virginia closed out its GSI-191 resolution through the use of a deterministic analysis and he
suggested to Mr. Barbosa that a review of the resolution achieved by North Anna might be useful
to DCPP.

Drs. Budnitz and Lam commended Mr. Barbosa on the quality of his presentation and Dr. Lam
stated he appreciated that Mr. Barbosa, as a local resident and father, was committed to reactor
safety at DCPP.



Ms. Rochelle Becker of the Alliance for Nuclear Responsibility was recognized and she requested a
copy of the power point presentations for this public meeting.

A short break followed.

Mr. Harbor introduced Mr. Steve Baker, Design Engineering Manager at DCPP, to provide some
comments related to the containment sump issue. Mr. Baker stated the NRC is supportive of RI
applications but when a license amendment is submitted using a RI application the NRC will
scrutinize the PRA in depth. He stated his view that DCPP has a state of the art PRA, with all the
required elements but other utilities may be required to complete a significant amount of work to
bring their PRA up to present standards when submitting license amendment requests based on RI
methodology. He stated the questions from the NRC are usually not so much technical in nature as
based upon the adequacy of modeling.

As the next PG&E presenter was not yet available, the Vice-Chair directed the attention of the
Committee to the Consent Agenda for this meeting. The only item on the Consent Agenda was
approval of the Minutes of the Committee’s February 12–13, 2014, public meeting held in Avila
Beach, California. A draft of the February 2014 Minutes was included in the public agenda packet.
The members and consultants reviewed the Minutes, reviewed items for follow up action, provided
clarification to legal counsel concerning typographical errors and the accuracy of certain references
in the Minutes provided in the agenda packet for this meeting, and editorial comments and
substantive changes were received concerning the draft of the February 2014 Minutes. Drs. Lam
and Budnitz commented on the excellent quality of the Minutes prepared for the February 2014
public meeting.

Minutes of the Committee’s public meetings become part of its Annual Reports on Safety of Diablo
Canyon Nuclear Power Plant Operations (Annual Report). Mr. Wardell stated he would review with
the legal Counsel’s office and report back to the DCISC concerning a recommendation from Ms.
Rochelle Becker that all the DCISC Recommendations, 220 through the 23rd Annual Report, to date
be made available in their entirety in a convenient forum for the public.

Mr. John Geesman, on behalf of the Alliance for Nuclear Responsibility, was recognized. Mr.
Geesman stated the Minutes of the February 2014 public meeting accurately reflected his
comments concerning a request that the DCISC ask PG&E for a briefing on PG&E’s response to the
CPUC Independent Peer Review Panel Report concerning certain seismic proceedings. Mr. Geesman
stated that as PG&E has stated it will respond to the Independent Peer Review Panel in a report
expected to be issued later in the month that he decided to defer a written request to the DCISC
until after PG&E has issued its report.

Dr. Budnitz stated he would provide to the Legal Counsel’s office a version of the Minutes with
some non substantive editorial or typographical corrections.

Dr. Henriette Groote of Mothers for Peace was recognized. Dr. Groote inquired whether the
Minutes were to be approved subject to the inclusion of substantive changes without public



comment. Dr. Budnitz confirmed that his changes were not substantive but if there were any
substantive changes to the Minutes they would be raised during a subsequent public meeting.

On a motion by Dr. Budnitz, seconded by Dr. Lam, with Dr. Peterson absent, the Minutes of the
Committee’s February 2014 public meeting were approved subject to inclusion of the changes
provided to the Committee’s Assistant Legal Counsel. The February 2014 Minutes will be part of the
Committee’s 24th Annual Report.

Mr. Harbor stated that because of personal issues with the presenters, two of the informational
items scheduled to be presented during this pubic meeting would not be taken up at this meeting.
Mr. Harbor then introduced Mr. Pat Nugent, Manager of the DCPP Fukushima Project to make the
final informational presentation. Mr. Harbor stated Mr. Nugent holds a Bachelor of Science Degree
in Mechanical Engineering and has more than 25 years of experience in the nuclear industry in
Projects Engineering and Regulatory Services.

Update on DCPP’s Response to NRC and Industry Fukushima Safety-improvement Initiatives and
Status of FLEX Initiative.

Mr. Nugent reported he would be providing the DCISC with an update on PG&E’s response to the
Fukushima order issued in 2012. He stated DCPP is already designed for natural events such as large
earthquakes and tsunamis and has margin for larger events already built into its design. A beyond
design basis event is an event larger than what the analysis and design data for a plant would
indicate is possible, as was seen at the Fukushima Daiichi Nuclear Power Plant in Japan (Fukushima)
in March of 2011. Mr. Nugent stated that to assure the consequences seen at Fukushima never
occur at DCPP, PG&E is implementing a set of diverse and flexible strategies to cope with beyond
design basis events and establish an extra layer of safety on top of what already exists. This is
referred to as FLEX which he confirmed is not an acronym but a reference to diverse and flexible
coping strategies. In response to Consultant Linnen’s inquiry, Mr. Nugent confirmed that certain
concepts within FLEX were included in strategies developed prior to DCPP being licensed, including
a cooling water strategy which provided for equipment onsite and procedures and processes to
enable the provision of cooling water to the plant using portable equipment.

Dr. Budnitz stated that he has been and remains a consultant to the NRC staff regarding issues
related to Fukushima. He remarked the Nuclear Energy Institute (NEI) developed the FLEX
strategies in a document designated NEI 12-06 which was endorsed by the NRC staff.

Mr. Nugent discussed the order of his presentation and reported unique design requirements and
assumptions, different from the normal design-basis requirements, apply per NEI 12-06 and include:

The initiating event is an extended loss of all AC power and a loss of the ultimate heat sink
affecting both units simultaneously.

Both reactors automatically shut down as designed.

No additional accidents (loss of coolant accident, fire, security event, etc.) or radiological



release occurs.

Safety-related equipment remains intact and available for use.

Spent fuel pool (SFP) and cooling equipment remain intact.

Mr. Nugent confirmed Dr. Budnitz observation that NEI 12-06 does not address the mechanism that
may have caused the conditions to be addressed. A video produced by the NEI, which Mr. Nugent
stated provided an overview of FLEX strategies, was played for the audience which featured DCPP
and the Salem Nuclear Generating Station in New Jersey as the sites used in the video. In response
to Consultant Wardell’s observation Mr. Nugent confirmed that the last three bullets referenced in
the FLEX design requirements and assumptions are also addressed in beyond design basis
strategies and Mr. Nugent stated FLEX provides additional resources and strategies to deal with
accidents. In response to Dr. Lam’s question, Mr. Nugent confirmed that the NEI 12-06 requirements
are essentially both industry and NRC regulatory requirements as the NRC has endorsed NEI 12-06
as an acceptable way to meet the requirement of NRC Order EA-12-049.

Mr. Nugent reported NEI 12-06 requires five functions that must be maintained:

Core cooling

Reactor Cooling System (RCS) inventory and boron concentration

Spent Fuel Pool (SFP) cooling

Containment integrity

Safety function support

Additional functions include:

Emergency Auxiliary Saltwater (EASW)

Storage

Deployment

To maintain core cooling Mr. Nugent reported water is injected into the steam generators using
steam or diesel engine-driven pumps and heat is removed using the steam dump valves. The plant
is then transitioned to use of a portable diesel engine-driven 4kV generator to restore power to one
train of shutdown cooling including to a residual heat removal pump, component cooling water
pump, fan coolers, spent fuel cooling pumps, etc.

Mr. Nugent reported RCS inventory is maintained by injecting borated water into the RCS to
prevent criticality and compensate for minimal lost inventory. New shut down cooling seals will be
installed in reactor coolant pumps in order to minimize flow out of the RCS even when all power is
lost to the cooling of the seals. In response to Consultant Linnen, Mr. Nugent stated that the NEI 12-
06 assumes the reactor is sub critical but as it cools down positive reactivity is added and borated
water is injected to get the RCS to a condition where it would be sub critical even when cold.



SFP cooling is maintained by removing heat in the SFPs by allowing the pools to boil and by
providing periodic makeup water to the pools to maintain at least ten feet of water over spent fuel
to provide adequate shielding from radiation. There is then a transition to use of a portable diesel
engine-driven 4kV generator to restore power to one train of SFP cooling. . In response to Dr.
Budnitz’ inquiry Mr. Nugent reported DCPP has sufficient water storage capability onsite, assuming
a newly off loaded core is in the SFP, for 36 hours before the water level would approach ten feet
above the top of the fuel. DCPP would have the capacity to add makeup water to the SFP within 24
hours through use of portable equipment. In response to Dr. Lam’s inquiry, Mr. Nugent confirmed
that with ten feet of water above the top of the fuel the radiation level on the SFP decks would be
comparable to normal operation.

Containment is maintained through the use of a portable diesel engine-driven 4kV generator to
restore power to one containment fan cooling unit (CFCU) and control containment temperature
and pressure for the long term. Mr. Nugent reported DCPP would have several weeks before
temperature or pressure increases would approach a challenge to the design of its containment
structures.

Mr. Nugent stated safety function support is provided by extending the battery bank life by load
shedding station battery banks and recharge battery bank using a portable generator. Only loads
required to monitor instrumentation and provide indications within the plant would remain on
battery. The batteries are not used to power pumps or equipment other than instrumentation and
there is sufficient battery life for approximately 30 hours with the expectation that the portable
generator to provide recharging capabilities will be available in 24 hours. In response to Dr. Lam’s
inquiry, Mr. Nugent stated the original design life of a battery is about eight hours absent the
effects of load shedding. Mr. Nugent reported that during the March 2011 earthquake and tsunami
the Fukushima Daini Nuclear Power Plant in Japan did not experience core damage due to plant
personnel having employed what is termed FLEX on the Fly strategies which involved the use of
portable equipment and that plant had to run approximately nine kilometers of electrical cable. He
reported that at DCPP emergency cabling would be run from outside the Turbine Building, up
stairways and into the battery room and those pathways have been evaluated. During the
nineteenth refueling outages for each unit, transfer switches will be installed on a battery charger
to allow the cables to plug into a transfer switch and he confirmed that some fire doors and
watertight doors will need to remain open to support battery charging activities. Dr. Budnitz
observed that at Fukushima Daini the operators discovered mismatched connections which
required changing configurations and jumping cables and Mr. Nugent confirmed that compatibility
of connection is being addressed in the design stage.

Mr. Nugent reported the need for EASW due to initial loss of access to DCPP’s ultimate heat sink,
the Pacific Ocean, will be addressed by use of a portable pump to supply water from the intake
cove through temporary piping tied into Auxiliary Saltwater System (ASW) to allow cooling of
component cooling water heat exchangers.

DCPP’s storage strategy involves constructing primary and secondary storage facilities to store
FLEX equipment that will survive Hosgri + 25% earthquake.



Mr. Nugent stated the deployment of FLEX equipment required the plant to evaluate potential
debris sources, the time required to remove debris, and to identify equipment required to remove
that debris.

Mr. Nugent reviewed the schedule for implementation of FLEX which requires that FLEX be
implemented by fall 2015 for U-1 and by spring 2016 for U-2. He reported FLEX strategy document-
only design changes, which provide all details associated with the basis of each strategy he
discussed, are nearly complete. Equipment specifications are complete and the remaining
equipment will be ordered by July 31, 2014, and delivered by January 2015 and some equipment has
already been delivered and is onsite. Documentation and location of that existing equipment have
been provided to control rooms in the interim. Mr. Nugent stated training has been provided to
Operations personnel and additional training will be provided to Operations, Security, Emergency
Response Organization, and general plant population in 2015. FLEX implementation procedure
development will start in July 2014 and is scheduled to be completed by January 2015. A self-
assessment using industry peers is scheduled for fall of 2014.

A successful validation and dry-run of the EASW was completed two weeks ago with the pump
positioned at the intake cove and one train of piping, approximately one-quarter of a mile in length,
installed up to the plant to validate the strategy. In response to Consultant Wardell’s question Mr.
Nugent replied installation of the piping is estimated to take 18 hours. Storage locations have been
identified and include Warehouse B where remodeling is in progress as of May 2014, and is
scheduled to be completed by January 2015 to support FLEX equipment receipt. The area of the
500kV switchyard area has been identified for a second storage facility and storage pad design in
progress and expected to complete design in fall 2014, and expected to complete construction in
spring 2015. In response to Dr. Budnitz’ observation Mr. Nugent confirmed the elevation of
Warehouse B is 115 feet above sea level and the 500 kV switchyard facility will be 300 feet above sea
level. Staging routes and deployment paths for equipment, cables, pipes and hoses have been
evaluated and debris removal methods and times identified.

Mr. Nugent reported two offsite Regional Response Centers to provide backup of portable FLEX
equipment have been established and located in Phoenix, Arizona, and Memphis, Tennessee. The
Phoenix Center provides support to DCPP and was operational as of May 2014. The Regional
Response Center is aware of the equipment available onsite at DCPP and has equipment which
would serve as a backup for any piece of onsite equipment as well as other potentially useful
equipment. These facilities are run by the Plant Inventory Management organization which Mr.
Nugent stated is a cooperative effort between Southern Nuclear and the Areva firm.
Implementation plans for individual plants will be developed approximately four months before
required FLEX implementation dates and include doing dry runs of the strategies and identification
of which equipment will be delivered to a plant within 24 hours of the request and how the
equipment will be transported to the plant. He stated that in the case of DCPP this may include the
use of heavy-lift transport helicopters. DCPP served as a pilot plant for equipment deployment.

In summarizing his presentation Mr. Nugent stated existing plant design is robust and has margin to



handle events in excess of the design basis. Fukushima Daiichi and Fukushima Daini saw little impact
from the beyond design basis earthquake and all safety systems performed as designed. The
accident to Fukushima Daiichi was caused by the tsunami. DCPP does not have same susceptibility
to a tsunami as Fukushima Daiichi due to DCPP’s location and elevation. Development and
implementation of FLEX will provide another layer of assurance that a beyond design basis event at
DCPP will not adversely impact the health and safety of the public.

Dr. Budnitz commented that a complete and thorough inspection of Fukushima Daini revealed the
plant did not experience damage to any safety-graded equipment caused from the earthquake. He
stated this was also true of the Onagawa Nuclear Power Plant located several kilometers to the
north of Fukushima. He added that it is difficult to inspect Fukushima Daiichi due to the damage and
radioactivity and remarked that a complicating factor for all of the nuclear plants was the extensive
damage to the local roads and infrastructure around the plants. Dr. Budnitz observed that in a very
large earthquake there is not going to be a level of confidence that offsite facilities will remain
available and it is essential that required equipment be onsite and secure. In response to Dr.
Budnitz’ inquiry as to how long equipment staged at the Phoenix Regional Response Center would
take to arrive at DCPP and how it would be delivered Mr. Nugent replied that DCPP strategies
assume extensive damage to local infrastructure and access roads and bridges. DCPP equipment
would be delivered from Phoenix to the Paso Robles Airport, 35 miles distant from the plant and, in
the event roads were impassable, heavy-lift helicopters would be used to airlift the first equipment,
a portable 4 kV generator, to DCPP within 25 hours following the event and through the use of
portable cabling the vital 4kV bus would then be reenergized within 72 hours. In response to Dr.
Budnitz’ inquiry, Mr. Nugent reported estimates to implement FLEX strategies are in the range of
$65-$75 million including the initial startup costs of the Regional Response Centers. Dr. Budnitz
further observed that the probability that something associated with the FLEX strategy will fail
could only be determined by a site specific probabilistic risk assessment (PRA) and Mr. Nugent
replied the industry is dealing with that question but has not done a probabilistic analysis to
determine the probability of the strategies themselves failing. Dr. Budnitz stated he co-chairs a joint
committee of the American Nuclear Society (ANS) and the American Society of Mechanical
Engineers (ASME) which writes and maintains standards for doing PRAs and is now contemplating
establishing a group of experts to work out a methodology to do a PRA of failure modes associated
with FLEX. Dr. Budnitz commented some failure probabilities are understood including for certain
equipment and human error but the need exists to establish a methodology which will define the
contributors and how to address reliability issues with unusual events and FLEX strategies but it is a
complex problem. Dr. Budnitz observed it would have been best to have established that
methodology before FLEX implementation but having the additional portable equipment and
capacities available onsite increases safety for everyone.

Dr. Lam stated he was impressed by Mr. Nugent’s presentation and he observed that if nature
complies with federal regulations the plant should be well prepared. He observed that after the
events which gave rise to accidents at the Three Mile Island Nuclear Plant in Pennsylvania and at the
Chernobyl Nuclear Plant in the former Soviet Union, other nuclear plants also compared and
contrasted their respective situation with the plants which experienced damage. He remarked the
nuclear industry sometimes dismisses things as highly unlikely and he inquired if assuming some



other beyond design basis accident, which does not comply with the NEI-12-06 assumptions, were
to occur whether DCPP’s strategies would be adequate and he observed there is not enough
money in the world to accommodate all possible scenarios. Mr. Nugent agreed that there will
always be unknowable variables which cannot be solved either technically or economically and he
observed that FLEX strategies are specifically designed to be flexible and diverse enough to address
situations beyond the design requirements established by the NRC as part of NEI 12-06 to deal with
vulnerabilities which have not yet been identified and those strategies should still work and provide
procedures flexible enough to address conditions that exist at the site. Dr. Lam commented the two
NRC rules which now exist regarding pressurized thermal shock provide a choice for compliance
and have provided an opportunity for some plants to be considered eligible for license extensions
when they were not eligible prior to establishment of the new rule. Dr. Lam inquired how DCPP
would deal with an unlikely event due to pressurized thermal shock which has the potential to split
the reactor vessel. Dr. Budnitz pointed out that such an event is precluded by the evidence and he
remarked that planning for accident mitigation at nuclear power plants is a question of public
policy. The NRC is the rule making authority and does so with public participation to establish the
safety goal wherein the NRC answers the question “how safe is safe enough?” The NRC has
authority to require all plants to meet that standard and provide sufficient margin in doing so and
that means that accidents and events that have either far less likelihood of probability of occurring
or far smaller consequences don’t have to be considered because even if they occurred they would
not violate the safety goal. If a member of the public disagrees with the NRC there is an avenue to
address a grievance through rule-making. Dr. Lam agreed the federal regulations represent the law
and questions about the adequacy of the federal regulations are an entirely different matter but he
stated he wonders whether at some point a scenario other than as addressed in Mr. Nugent’s
presentation and by the NEI 12-06 assumptions might occur. Mr. Nugent and Dr. Budnitz observed
the plant is meeting the requirements associated with the public policy established by the NRC
safety goal and must have and expend the resources now and in the future to continue to do so. Dr.
Budnitz observed DCPP continues operations because the NRC finds it meets all federal regulations
to do so and the installation of the FLEX equipment is part of an industry initiative to add protection
which was welcomed and endorsed by the NRC and by doing so the plants, even though they meet
regulations, are made safer. He stated that the NRC and the industry agreed that the vulnerabilities
addressed by FLEX were worthy of being addressed because there was a path to address them. Dr.
Lam stated his concern and inquiry was whether the federal government and particularly the NRC
was “fighting the last war.” Dr. Lam stated that during his service as an Administrative Judge with
the NRC, concerning cases which came to him with allegations of malice he was precluded from
considering allegations based on malicious acts because NRC rules specifically state such acts were
unforeseeable and such allegations were automatically dismissed as an impermissible attack on
NRC regulations. He remarked that following the attacks on September 11, 2001, he wrote a
dissenting opinion stating that without addressing the merits of the allegation he could not vote to
deny the allegation by invoking the unforeseeability rule. Dr. Budnitz observed that the NEI 12-06
assumptions do not consider the initiating event and he remarked that U.S. nuclear plants have
extensive provisions in place to address acts of malice which, for security-related reasons, cannot
be discussed in a public forum. Dr. Lam remarked, for the record, that Dr. Budnitz’ service includes,
besides his role as a consultant, serving as one of the youngest statutory office directors in the NRC.



Mr. Linnen inquired as to the degree of the NRC’s involvement in overseeing FLEX. Mr. Nugent
replied the NRC is providing extensive oversight and in the fall of 2013 performed a documentation
audit of all U.S. nuclear plants to confirm their strategies complied with the requirements of NEI 12-
06. As each plant approaches implementation, four to six months prior to implementation the NRC
will do another audit to confirm the preparedness of the plant to implement FLEX strategies and six
months after complete implementation the NRC will conduct an inspection to confirm all
requirements are met which DCPP now expects will be confirmed in a Safety Evaluation similar to
that done for the plant’s original license.

In response to Consultant Wardell’s inquiry about integration of the FLEX procedures with the
Severe Accident Management Guidelines, Extreme Damage Mitigation Guidelines, and Emergency
Procedures, Mr. Nugent stated DCPP is specifically evaluating this issue and how the procedures
interface and he stated that in some instances existing guidelines will become FLEX guidelines and
procedures will be amended to include handoff to FLEX procedures to allow the procedures to
function in an integrated fashion. In response to Mr. Wardell’s inquiry, Mr. Nugent stated that by
the first quarter of 2015 DCPP is expecting to have all FLEX procedures written in final format and
either approved or ready for approval and the procedure process to get from one procedure to
another will be established at that time. Mr. Wardell stated that the DCISC should schedule a fact-
finding to review DCPP’s progress on this issue.

In response to Dr. Budnitz’ inquiry, Mr. Nugent confirmed he has contact with managers working at
other nuclear plants on issues related to FLEX and its implementation and is working through the
STARS joint utility resource sharing organization and with his counterparts at STARS’ other plants
and there are periodic meetings of personnel working on Fukushima-related issues sponsored by
INPO, the NEI and the NRC and he confirmed that the NRC is periodically reviewing the industry
progress to make sure plants are taking actions to implement FLEX consistent with NRC guidance
and opportunities exist to receive clarification on the NEI 12-06 guidelines.

The Vice-Chair than opened the floor for public comment.

Dr. Gene Nelson was recognized. Dr. Nelson stated he sent an email to the DCISC with a news article
from the Arizona Republican regarding the opening of the Regional Response Center in Phoenix.
He remarked the article addressed the cost of the facility and the ongoing plans for FLEX. Dr. Nelson
stated he was pleased to learn that DCPP is communicating with its peers concerning best practices
in the area of FLEX.

Dr. Henriette Groote was recognized. Dr. Groote mentioned that there had been no mention of
ocean transport in Mr. Nelson’s presentation. She inquired as who developed the assumptions
discussed by Mr. Nugent. She also inquired about the establishment of the DCISC and remarked
that as safety is in its name the Committee should consider any possible safety issue. Dr. Groote
stated she objected to the NEI video presented during Mr. Nugent’s presentation as it was a
“kindergarten type show” which used the term “safety” over and over.

Mr. Sherry Lewis of Mothers for Peace was recognized. Ms. Lewis stated she hated the entire



presentation and found the design requirements and assumptions used by NEI 12-06 to be
unrealistic. She remarked that if those factors are being reviewed then they are not really beyond
the design basis. She stated that the FLEX concept is good but it does not deal with beyond design
basis problems that go bad at the same time and the DCISC appears to believe that FLEX covers all
eventualities and she does not believe that to be the case. Ms. Lewis stated she was suspicious as
FLEX was developed by the industry and endorsed by the NRC. She stated her preference would
have been for its development by an independent agent as she does not trust the industry.

Ms. Rochelle Becker was recognized. Ms. Becker requested a copy of the power points used by Mr.
Nugent during his presentation.

Mr. David Weisman of the Alliance for Nuclear Responsibility was recognized. Mr. Weisman stated
he was intrigued by Dr. Lam’s comments and by Dr. Budnitz’ remarks about the chances of failure.
Mr. Weisman stated he would like to know whether PG&E, ASME, and the nuclear industry, while
focused on lessons from Fukushima, have done research outside the nuclear industry. He stated he
recently reviewed a report by the Chemical Safety Board on the failure of the British Petroleum
blowout preventer on its Horizon well in the Gulf of Mexico which had been inspected, built,
designed, and tested according to regulations yet failed as did the cap designed to stop the oil leak
which also failed to function properly. He stated this represented a multiple cascading series of
failures of equipment designed and planned to function and which was flown in to rescue an
emergency situation.

Dr. Budnitz observed he was not overly impressed with the NEI video as it lacked technical merit. He
stated the NEI 12-06 document which was endorsed by the NRC represented extensive interaction
from the beginning to the end between consultants for the NEI and the NRC and the NRC insisted
on the inclusion of certain matters within its perspective. He stated it was more common than not
in the nuclear industry or in any industry for a document, regulation, standard or code to be
endorsed rather than developed entirely by a regulator. He used the example of concrete at DCPP
which is required to meet standards established by the American Concrete Institutes’ Code rather
than NRC regulations. He remarked engineering codes are almost always developed by consensus
code and standards committees. Dr. Budnitz stated that FLEX does not attempt to specifically cope
with any accident which can be envisioned but is intended to cope with accidents which involve an
extended loss of all AC power and extended loss of the ultimate heat sink. He stated the
engineering community’s perspective is that the probability is that FLEX is going to reduce
significantly the chances of such accidents resulting in a disastrous accident to a nuclear plant’s
core. He stated he was pleased by the development of FLEX and does not necessarily subscribe to
the NRC criteria as adequate for safety. He stated his opinion that it is unlikely a natural
phenomenon would produce extended loss of all AC power and the ultimate heat sink but he does
not know how to quantify that at present. Acts of malice are possible and there are security
procedures in place to address and reduce the effects of those. He stated that whether by natural
phenomena or acts of malice, with FLEX nuclear plants will have a much higher assurance of
likelihood that they will be able to cope with extended loss of AC power and the ultimate heat sink.
Dr. Budnitz stated the question about safety goals and what is safe enough is a complex matter and
the NRC is in place to make those determinations based upon the regulations it requires plants to



meet in order to operate. The DCISC attempts to hold DCPP to higher standards than established by
NRC regulations and the industry is also involved in that effort through INPO. Dr. Budnitz stated he
found the NRC Safety Goal Policy Statement based on the probability of living offsite near the plant
and dying from an accident or from cancer caused by radiation to be inadequate as both
requirements were met at Fukushima where there were no immediate casualties but there is
nothing in the NRC goals which speaks to protecting property or radiation contamination and Dr.
Budnitz stated it was his opinion those elements ought to be a part of the NRC Safety Goals.

Mr. Nugent, in response to Dr. Groote’s inquiry, stated that ocean transportation of equipment to
DCPP by barge has been considered but it is not considered to be a primary strategy as the
infrastructure connected with barge transportation could be damaged in a severe event and a
tsunami event could damage the barges.

Dr. Lam, in response to Dr. Groote’s and Mr. Weisman’s comments, stated that DCPP and all nuclear
facilities must deal with a very challenging technology. In the event of an accident a nuclear plant is
faced with the fundamentally opposing demands in that there is the immediate need to have
redundant systems in place to control radioactivity while at the same time to release heat which is
being continuously produced. Dr. Lam observed that nuclear technology is extremely unforgiving
and no other technology used to produce electricity approaches nuclear in its complexity which, in
certain cases, may challenge the boundaries of physical law.

Dr. Budnitz reported the nuclear industry has struggled with learning from other industries and a
great deal of work has been done in the areas of human reliability and equipment reliability. The
nuclear industry has studied and benefited from the training aircraft pilots receive in that they must
respond quickly to emergent situations and communicate clearly with their coworkers. The nuclear
industry has studied the way in which reliability analysis is done and how reliability problems are
addressed. Dr. Budnitz observed no other industry performs probabilistic risk assessment such as
are done in the nuclear industry but the nuclear industry has learned lessons from the refinery
industry concerning the way designs are implemented in the field.

Mr. Harbor stated the nuclear industry as a whole is always looking to learn from other industries
and presents lessons learned to both leaders and workers from technical and human performance
events. Mr. Harbor stated the accident at the Union Carbide chemical plant in Bhopal, India, as well
as the space shuttle disasters provided lessons which were reviewed by the nuclear industry at the
highest levels of leadership. Mr. Harbor remarked there is always a safety culture and a human
interface element associated with these types of events.

Consultant Linnen observed the nuclear industry has reviewed responses to the accidents at Three
Mile Island, Chernobyl, and Fukushima and has a network for sharing information. He observed that
with respect to the airline industry, the nuclear simulator training programs were instituted and
modified based upon the experience of the airlines including Cockpit Resource Management which
was developed as the number of flights increased. Mr. Linnen stated that like the nuclear industry
the airline industry at one time drew heavily upon former military personnel and there was a
tendency amongst them to a certain reluctance to bring problems to the attention of a supervisor



and training in the simulators reinforced the standards and expectations that if something is wrong
the supervisor should be notified. Mr. Linnen also commented the industry has learned from the
events of 9-11-2001 in dealing with outside threats.

Assistant Legal Counsel Rathie stated in response to Dr. Groote’s inquiry that the DCISC was formed
by a settlement agreement in 1988 concerning proceedings before the CPUC in connection with
rate setting for DCPP. The DCISC was created for the purpose of assessing operations at DCPP and
making recommendations for its safe operation. Dr. Budnitz observed the NRC was not involved in
the formation of the DCISC but remains cognizant of the Committee and its activities. Mr. Rathie
stated the DCISC members have no authority to direct PG&E nor do they have responsibility for
plant operations. The DCISC Charter provides a strictly recommendatory role for the DCISC.

Dr. Gene Nelson was recognized. Dr. Nelson stated he was reminded of the role of the Institute of
Electrical and Electronic Engineers in the area of complex systems and human interaction and called
the DCISC’s attention to the journals published by that organization. Dr. Nelson stated it was
important to note that the DCISC is the only truly independent safety committee in the U.S. Dr.
Budnitz and Mr. Rathie provided clarification and explained that the funding for DCISC operations
comes from PG&E’s ratepayers in the form of a grantor trust which was established by the CPUC.
Dr. Nelson stated it was his opinion the DCISC is responsive to the outside community. He remarked
that the Focused Learning Corporation is located in San Luis Obispo, California, and provides
training and audited learning experiences to high consequence industries such as nuclear power
and the aviation industry.

Ms. Sherry Lewis of Mothers for Peace was recognized. Ms. Lewis stated she could not understand
how all AC power could be lost and yet a radiological release would not occur and she stated that
she was not in agreement with the regulatory requirements for the FLEX strategy discussed by Mr.
Nugent in his presentation. Mr. Harbor stated the NRC established the regulation based upon the
NEI 12-06 guidance document. Dr. Budnitz observed that public meetings were conducted at the
time the FLEX initiative was under consideration by the industry, the NEI, and the NRC. Dr. Budnitz
stated he was a staff consultant to the NRC concerning this process and in that process
consideration was given to an accident scenario with loss of all AC power with a radioactive release
but that scenario was found to be much less likely to occur. Ms. Lewis stated she found the analysis
of that situation to be unsatisfactory as a release of radioactivity results in many more problems.
Dr. Budnitz observed that in the development of the FLEX initiative it was necessary to identify
those situations where resources could best be applied to provide protection and for that reason
the most likely scenarios were chosen and he observed that protection cannot be provided for
every possible situation. In response to Ms. Lewis, Dr. Budnitz stated that Fukushima Daini was a
situation where there was a loss of all onsite AC power and yet there was no damage to the core
and a radiological release did not occur. Dr. Budnitz commented this was due to the heroic actions
of the Japanese operators who employed a FLEX on the Fly strategy and saved the plant. Ms. Lewis
again stated she did not agree with the judgment of the nuclear industry and the NRC on the
assumptions used in the development of FLEX. In response to Ms. Lewis comment on the NRC’s
concern about radiation Dr. Budnitz replied the NRC Safety Goals embody public policy on how safe
is safe enough in context of a nuclear plant. The two impacts of concern to the Safety Goals are the



probability of a prompt fatality due to a release to someone living in the vicinity of a nuclear plant
and the probability that a person living near a nuclear plant would get cancer because of the
release. Dr. Budnitz confirmed in response to Ms. Lewis comments that there are substantial
amounts of data available on the two elements identified in the Safety Goals. Dr. Budnitz stated it is
his belief that there should be a third safety goal established related to the degree of offsite
contamination due to a radiological release but no such rule exists. He remarked that during the
public debates about the Safety Goals in the 1980's it was believed that protection against the
established Goal concerning cancer would be a proper surrogate for contamination and accordingly
a separate safety goal was unnecessary. Dr. Budnitz stated his belief that this was a mistake as there
are effects of radiation not related to cancer concerning contamination of land, structures, plant
and animal life which are not considered.

Dr. Gene Nelson was recognized. Dr. Nelson observed the accidents at the Watts Bar or Browns
Ferry nuclear plant two years ago due to a tornado also involved loss of AC power and no
radiological release occurred and the plant’s safety systems responded as designed. Dr. Nelson
stated that a problem with the nuclear industry is that the industry does not celebrate its successes.

Dr. Henriette Groote was recognized. Dr. Groote stated she hoped that the present FLEX
procedures discussed by Mr. Nugent were not set in stone as she heard that FLEX was a process.
She requested the DCISC to keep an open mind for other possibilities and to look at the analysis
that would be required for those possibilities and not to stop that effort.

XIX Adjourn Morning Meeting

There being no further business, the Vice-Chair adjourned the morning meeting of the DCISC at
11:50 A.M.

XX Reconvene For Afternoon Meeting

The afternoon meeting of the DCISC was called to order by Committee Vice- Chair, Dr. Lam at
1:00 P.M. Roll call was taken and a quorum was established with Drs. Lam and Budnitz present in
person and Dr. Peterson in attendance by teleconference.

XXI Committee Member Comments

There were no comments by any member at this time.

XXII Public Comments and Communications

The Vice-Chair invited any members of the public who wished to address the Committee on
matters not on the agenda to do so at this time. There was no response to his invitation.

XXIII Consent Agenda

See above.



XXIV Action Items

A. Acceptance of PG&E’s Supplemental Response to Recommendation R13-2 from the DCISC’s
23rd Annual Report on Safety of Diablo Canyon Operations: July 1, 2012 – June 30, 2013.

Dr. Lam stated that in Recommendation R13-2 the DCISC recommended that DCPP evaluate the
various constraints on how fast spent fuel bundles can be loaded into the Independent Spent Fuel
Storage Installation (ISFSI) and develop an estimate of and the rationale for the practical limit on
the number of spent fuel bundles that can be located into the ISFSI on a per year basis. The DCISC
Members discussed PG&E’s response to R13-2 at the public meeting in February and requested that
additional information be provided that involved the projection for loading spent fuel into the ISFSI
for U-2. Dr. Peterson stated PG&E subsequently provided the information requested by the DCISC
which demonstrates the rate of offloading in the next two years is scheduled to take place as
rapidly as technically possible. Upon a motion by Dr. Budnitz, seconded by Dr. Peterson, by roll call
vote, PG&E’s supplemental response to Recommendation R13-2 from the DCISC’s 23rd Annual
Report was unanimously accepted.

B. Update on Financial Matters and Committee Activities During 2014

Assistant Legal Counsel Rathie reported the Committee’s expenditures for calendar year 2013
were within the amount of the grant provided by CPUC decision for the DCISC’s operations. He
remarked in accordance with past practice of the Committee the balance of funds unspent for 2013
in the amount of $73,749.08 should be returned to PG&E for credit to its ratepayers who fund the
Committee through PG&E’s cost of service rates. Upon a motion by Dr. Budnitz, seconded by Dr.
Peterson, the DCISC unanimously approved by roll call vote the return of the unspent funds for
credit to the PG&E ratepayers. Mr. Rathie reported this is the third successive year in which the
DCISC has returned funds to the PG&E ratepayers. He observed that it is somewhat difficult for the
Committee to budget as the Committee expends funds at different rates during the calendar year
and on occasion emergent matters require additional expenditures from previous years.

Mr. Rathie directed the attention of the Committee and the public to the agenda packet for this
meeting which lists the dates for fact-findings and public meetings and remarked additional dates
were determined earlier in this meeting. The Committee Members and Consultants then considered
a date for the October 2015 public meeting and set the date of October 21–22, 2015, for that meeting
subject to DCPP’s confirmation that it could support the Committee at a public meeting on that
date. Dates for future fact-finding and public meetings were reviewed.

C. Discussion of Issues on Open Items List

Dr. Lam requested Consultant Wardell lead a review of items on the Open Items List, used by
the Committee to track and also follow up on issues, concerns and information identified for
subsequent action during fact-finding or public meetings. Items discussed and concerning which
action was taken included the following:3

Item Re: Action Taken



CO-11 Operations Block & Tackle Action Plan Close out reference in Second
sentence

CM-14 PRA Integration in Integrated Risk Review
Team

Close

EN-29 Review Licensing Verification Project Status Schedule for 4Q14FF

HS-6 Review Safety Culture/SCWE Issues Schedule for 1Q15FF

EP-5 Use of Social Media in Emergency Response Schedule for 4Q14 or 1Q15FF

EP-__ (New) HABE Coordination/ERO Review Schedule follow-up

RA-6 (New) Include Item for Seismic Fragility PRA Review Schedule for 6/14FF

OE-3 Review Status of STARS Close

SE-__ (New) Include Item for Review of External
Contaminants

Schedule for1-2Q15FF

SF-2 (New) NRC Decision re Risk of Expedited Fuel
Transfer

Schedule follow-up

SC-11 Review NRC 50.54(f) re Seismic & Flood Close

SC-12 Containment Hatch Seismic Capability Close

NR-5 Regulatory Excellence Action Plan Close

CL-1 Closed Loop Cooling Schedule PM 6/30/14 or 8/8/14

BDB-6 FLEX Status Schedule Regularly: 4Q14 or
2Q15 FF

6/13 PM 14 Coronal Mass Ejection/Loss of AC Power Close w/Letter to Mr. Gillette
Re: application of FLEX

2/14 PM-5 Load Follow Section of 12/10-11/2013 FF
Report

Close after vote

2/14 PM-6 Licensing Basis Verification Project Close

2/14 PM-14 Limiting Analysis of Fuel Movement to ISFSI Close

2/14 PM-21 DCPP Disseminate Info. to the Industry Re:
Personnel Seismic Safety Program

Shared Informally; Close

Key to abbreviations used: Quarter (Q), Fact-finding (FF), To be Determined (TBD), Dr.
Robert J. Budnitz (RJB), Mr. David C. Linnen (DCL), Dr. Peter Lam (PL), Dr. Per F.
Peterson (PFP), and Mr. R. Ferman Wardell (RFW).

Dr. Budnitz stated that the National Academy of Sciences established a committee to review the
use of social media in emergency situations and has issued a report and he stated he would obtain
a copy of the National Academy’s Report and provide it to the DCISC and to PG&E. Ms. Zawalick
confirmed PG&E has done an assessment of the NEI’s initiative concerning the establishment of a
joint information system which has been incorporated into DCPP strategies for emergencies.
Members reviewed and briefly discussed the scheduling of their review and evaluation of the draft
Addendum, addressing saltwater cooling towers located to the south of the plant site, to Bechtel’s
Final Assessment concerning the elimination or modification of once through cooling technology.



Dr. Lam stated he was sympathetic to the comments made earlier during the meeting by Ms. Becker
concerning the importance of seeking additional time for the DCISC’s review. The Members
confirmed that the balance of the items identified on the Open Items List as recommended for
closures or movement to other categories should be closed or moved as suggested.

During consideration of Open Item 2/14PM-17 concerning obtaining and reviewing the Irradiated
Fuel Management Plan for San Onofre Nuclear Generating Station (SONGS) it was determined to
retain the item. Dr. Peterson observed there were issues concerning the general plans and
processes for handling spent fuel burnup effects on the fuel, hydriding of the fuel cladding, and the
process used during vacuum drying which may or may not be relevant to DCPP but he observed
that once a plant is decommissioned it is no longer subject to certain requirements under the NRC
B.5.b.damage mitigation guidelines requiring older, and accordingly less radioactive, fuel to remain
within the spent fuel pool, so all spent fuel can then be off loaded. Dr. Budnitz observed the NRC
recently reached a policy decision concerning the comparative risk of fuel storage in spent fuel
pools and its storage in dry casks and found both methods to be safe with an incremental increase
in safety through storage in dry cask which, due to the relative risks involved with transfer of the
fuel, did not support expediting transfer from spent fuel storage to dry cask. Item SF-2 is to be
added to the Open Items List to provide for DCISC monitoring and reviewing technical
developments in assessing comparative risk concerning this matter including new developments
and any lessons learned from the experience at SONGS. Dr. Peterson observed that once a spent
fuel pool at a decommissioned nuclear plant is no longer available, the plant no longer has a
practical ability to open casks and inspect fuel, and having a functional pool improves safety to
some degree. He remarked that one of the advantages to a consolidated storage solution is it is
more economical to maintain the capability to open and inspect spent fuel storage containers.

Mr. John Geesman, who suggested item 2/14PM-17 to the DCISC at its meeting in February 2014,
stated he disagreed with the closure of 2/14PM-17 and observed Southern California Edison has not
yet made public its Irradiated Fuel Management Plan and he continues to believe there may be a
comparative value in review of the plan. He remarked it is his understanding PG&E and the Holtec
firm have an amendment pending with the NRC which would adjust the cask loading requirements
for DCPP and therefore the situation is in flux.

Ms. Rochelle Becker was recognized. Ms. Becker stated she recently viewed a video about the
nuclear plant at Indian Point, New York, where signs were posted in the area of that plant to
indicate collection points for evacuation zone pickup and she observed no such signs exist in the
San Luis Obispo area. She suggested such signs would make it unnecessary for people to consult
their phonebooks or brochures concerning the locations given for DCPP emergency planning
purposes. Ms. Becker also strongly suggested that the DCISC not refer to the plant as “DCPP” but
rather as “Diablo Canyon Nuclear Power Plant” or “DCNPP.” Dr. Budnitz stated he believed the
reference preferred by PG&E should be used and Dr. Lam stated there may be a reason for the
licensee to use the name “Diablo Canyon Power Plant.” Ms. Becker commented that at times it has
been difficult to hear Dr. Peterson’s remarks over the telephone and this was a reason
teleconferencing of public meetings of the DCISC was not a good idea. Ms. Becker stated the cost
element of spent fuel storage was a matter within the DCISC’s purview and spent fuel storage



involves a cost decision. Mr. Wardell replied to Ms. Becker and remarked that the DCISC discussed
the issue of emergency signage with the Manager of the San Luis Obispo County Office of
Emergency Services (OES) and received information that the OES chose not to require such signs as
the evacuation routes might have to be changed in response to an event. Mr. Wardell suggested
Ms. Becker raise her concern with the County and she replied she has already done so. Dr. Budnitz
remarked that signs are in place concerning evacuation routes in the area of the decommissioned
Yankee Rowe nuclear power plant in northwestern Massachusetts. Dr. Lam stated it would serve
the public interest if there were more awareness of DCPP in the local area in terms of emergency
and evacuation planning.

Mr. Pete Kelley was recognized. Mr. Kelley stated he is President of the Avila Beach Community
Services District and inquired about the testing and capacity of the emergency, temporary,
saltwater pump pipelines which were run from the ocean to the plant. Mr. Wardell replied the
normal plant water intake volume is approximately one million gallons per minute but the Auxiliary
Saltwater System is a separate, smaller, safety-related system which, although providing less
volume, is capable of addressing the decay heat generated once a reactor is shut down and not
producing operating waste heat. Mr. Kelley inquired how long spent fuel might remain in dry cask
storage. Dr. Budnitz replied the NRC has licensed the casks used at DCPP for 20 years and the casks
have a design life of 50 years but it is reasonably understood by analysis that they could last 100
years. Dr. Budnitz stated the casks will need to be monitored and assessed for the effects of aging.
Mr. Kelley commented that humans have been on the site of the plant for 10,000 to 15,000 years
and some native villages are now located in marine terraces and he wondered if that would happen
to the casks. He remarked that he believes it likely that a large earthquake will occur on the tectonic
plate on the California/Oregon border and wondered about the potential of a tsunami produced by
such an earthquake on DCPP. Dr. Budnitz replied the PG&E Geosciences Department has performed
a tsunami coastal analysis which is in the public domain and he offered to provide a copy to Mr.
Kelley. Dr. Budnitz remarked the dominant tsunami phenomena are believed not to be generated
by an earthquake in the Cascadia Zone but rather from Alaska because of the direction of a wave
produced by a large earthquake in Alaska. He stated neither of those areas are thought to be
capable of producing a tsunami greater than ten meters and DCPP would not be threatened by such
a tsunami due to its elevation. Dr. Budnitz remarked that research is being done on the potential for
a tsunami produced by a slumping offshore of the Continental Shelf.

Mr. David Weisman was recognized. Mr. Weisman stated that a tsunami study for DCPP was
produced a decade ago by Dr. Rob Sewell under the auspices of the Southwest Research Institute
and the NRC. Mr. Weisman reported after the events in March 2011 at Fukushima Dr. Sewell
resubmitted his study to the NRC with the explanation that Dr. Sewell believed a tsunami to be
possibly even more of a threat to DCPP than he stated in his study and Dr. Sewell implored and
stressed to the NRC that it should again consider his original recommendations and his newly
elevated concerns. Mr. Weisman reported that the entire report by Dr. Sewell has been redacted by
the NRC’s Fukushima Task Force which made a determination that the report was exempt from a
Freedom of Information Act request based upon its status as a draft. Mr. Weisman read a letter
from NRC Chairperson Macfarlane’s office which he stated he would provide to the DCISC for its
review. In the letter the NRC explained it has worked to ensure the safe operation of nuclear



facilities from hazards such as tsunamis and DCPP has been determined to be safe to operate based
upon the NRC’s current understanding of hazards at the site. The NRC stated this determination
included input from a large collection of sources in addition to the Sewell Report. The NRC stated
until DCPP completes its flooding hazard reanalysis, due on March 12, 2015, the plant would
continue to fall under the general determination that it is safe to continue operation. Mr. Weisman
closed his comments by remarking that the Sewell Report was not appropriately considered during
the NRC’s licensing review for DCPP. Dr. Budnitz requested a copy of the materials Mr. Weisman
referred to during his remarks and stated he is personally acquainted with Dr. Sewell and considers
him to be an excellent engineer.

Mr. Otto Schmidt was recognized. Mr. Schmidt stated there is nothing more to be said but that
there has been another bribe bought and paid for by PG&E, DCPP, and the Bechtel Corporation and
this represents a suicidal committed puppet show. He stated the DCISC must immediately
shutdown what he termed “the devil’s bank account.” Mr. Schmidt stated he testified before the
AEC in 1967 about a 6 point earthquake he had experienced in Avila Beach, California, in 1966 and he
has been superficially ignored for 45 years. He stated ignoring the AEC and NRC’s own regulations
on seismic issues without shutting down “the devil’s unit” until seismic studies were completed and
analyzed further demonstrates the Committee’s collusion and corruption and he stated this would
be its legacy and a matter of pride to “your grandchildren’s grandchildren.” Dr. Lam thanked Mr.
Schmidt for his comments.

Ms. Elizabeth Brousse of Mothers for Peace was recognized. Ms. Brousse stated an article in the
local Sierra Club’s newspaper of March 2014 provided information from the NRC which indicates
even a small fire in a nuclear reactor’s spent fuel pool could make 9,400 square miles uninhabitable
and displace four million persons. She stated this was a reason 34 environmental groups filed a
petition with the NRC on February 18 to suspend the licensing. Dr. Lam thanked Ms. Brousse for her
remarks.

Mr. John Geesman on behalf of the Alliance for Nuclear Responsibility was recognized. Mr.
Geesman remarked that the Committee has discussed its intent to approve an abridged version of
the December 10–11, 2013 Fact Finding Report which was not in the binder provided to the public at
the meeting. Mr. Geesman stated the public has a right to the document before action is taken at a
public meeting. He observed he also has a pending request under the California Public Records Act
for the original unabridged version of the December 2013 Fact Finding Report on which the DCISC
has rightly deferred its decision until after it has the opportunity to consult with the CPUC. He
questioned the ability of the DCISC to adopt the abridged report at this meeting. Dr. Lam replied
that the office of the Committee’s Legal Counsel has responded in writing to Mr. Geesman’s
request which is active consideration by the DCISC. Assistant Legal Counsel Rathie stated the DCISC
considers its fact finding reports to be in draft form until their approval at a public meeting and,
upon receipt of that approval, the fact finding reports are immediately made available to members
of the public at the meeting. Mr. Geesman remarked at the February 2014 public meeting there was
a reference to the need to allow PG&E to review the December 2013 Fact Finding Report based
upon PG&E’s assertion that it contained confidential information. Mr. Rathie stated, and Mr.
Geesman agreed, the only section of the December 2013 Fact Finding Report which was removed



from public inspection at the February 2014 was that portion concerning which PG&E raised
concerns about confidentiality. Mr. Geesman stated he wanted to raise his concern that this action
created a problem under California’s Bagley Keene Open Meeting Act. Mr. Rathie stated he
understood Mr. Geesman’s concern but it was his belief that the DCISC is acting within the Bagley
Keene Act requirements in that the documents are drafts prepared for consideration at the public
meeting. In response to Mr. Geesman’s inquiry as to whether the DCISC had made a determination
concerning the confidentiality of portions of the December 2013 Fact Finding Report Mr. Rathie
replied that no such determination has been made concerning disclosure.

Dr. Gene Nelson was recognized. Mr. Nelson stated his remarks concerned the effects of a coronal
mass ejection and that it was his understanding that such an event would affect power transmission
lines located in high latitudes, mostly in the eastern portion of the U.S. and that the western
portion would not be significantly vulnerable to such an event. Dr. Peterson stated he appreciated
receiving this information and it was his understanding such an event could disrupt the capability to
provide electricity to large areas over protracted periods of time. Dr. Peterson remarked the NRC is
studying coronal mass ejection in context of the ability to provide fuel to a nuclear plant’s
emergency diesel generators when offsite power is disabled for months. Dr. Peterson stated his
opinion that such an event would be bounded by the current FLEX capabilities. Dr. Nelson offered
to provide information to the DCISC from the firm of Lloyds of London who are involved in the
reinsurance business.

Following receipt of public comment after consideration of the Open Items List, on advice from
Assistant Legal Counsel Rathie, the DCISC deferred taking action on approval of the section of load
follow update from the December 10–11, 2013, Fact Finding Report

D. Nomination and Election of Chair and Vice-Chair for the July 1, 2014 – June 30, 2015 Term.

On a motion made by Dr. Budnitz, seconded by Dr. Lam, with Dr. Peterson abstaining, the
Committee by roll call vote reelected Dr. Peterson to the position of DCISC Chair for a term of office
from July 1, 2014 through June 30, 2015. On a motion by Dr. Budnitz, seconded by Dr. Peterson, the
Committee unanimously reelected Dr. Lam by roll call vote to the position of DCISC Vice-Chair for a
term of office from July 1, 2014 through June 30, 2015.

XXV Documents Provided To The Committee

The Vice-Chair observed the DCISC conducts its business in a transparent manner and directed
the Committee's attention to the list of documents which are provided by PG&E on a monthly basis.
The lists included all documents provided since the last public meeting of the DCISC in February
2014 and a copy was included with the public agenda packet for this meeting.

XXVI Correspondence

The Vice-Chair reported copies of correspondence sent and received at the office of the
Committee's Legal Counsel since the last public meeting of the Committee in February 2014 were
included with the public agenda packet for this meeting.



XXVII Concluding Remarks and Discussion by Committee Members of Future DCISC
Activities

Dr. Budnitz expressed his thanks to the PG&E staff and particularly to Ms. Zawalick for the
excellent support provided to the Committee during this public meeting. Ms. Zawalick replied on
behalf of DCPP that PG&E welcomes the chance to share its successes and challenges with the
Committee and the members of the public. Dr. Peterson expressed his thanks to Dr. Lam for
stepping into the role of presiding officer for this public meeting and to AGP Video who provided
technical assistance with the teleconference portion of the meeting. Assistant Legal Counsel Rathie
reported that the DCISC website is currently receiving 548 visits per month on average with the top
five locations for visitors to the website being from the United States, Ukraine, Russia, Saudi Arabia
and France. Dr. Budnitz observed there are 21 nuclear power stations located in the Ukraine. Mr.
Rathie reported the next public meetings of the Committee are presently scheduled for June 30,
2014, in Berkeley, California, and on October 14–15, 2014, in Avila Beach, California. Dr. Lam
expressed his appreciation and thanks to all the members of the public who attended and
participated during the past two days of meetings and stated their participation provided a valuable
contribution to the Committee. Dr. Lam also expressed his appreciation to the technicians from AGP
Video who provided the audio and video recording and the internet live-streaming broadcast of this
public meeting.

XXIII Adjournment of Seventy-third Public Meeting

There being no further business, the seventy-sixth public meeting of the Diablo Canyon
Independent Safety Committee was then adjourned by its Vice-Chair, Dr. Peter Lam at 3:05 P.M.
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3.1 Summary of License Event Reports

3.1.1 Discussion and Required LERs

License Event Reports (LERs) are reports required of the nuclear power plant licensee by
Nuclear Regulatory Commission (NRC) regulations when an off-normal event occurs. These events
include operations or conditions outside of or in violation of station Technical Specifications (TS),
procedures or NRC regulations. Events are to be promptly reported by telephone and by written
report within 60 days of the event or initial knowledge of the event. Voluntary LERs are submitted
for events which NRC should know about or are significant but are not specifically required by NRC.
Each of these reports is reviewed in DCISC public meetings and is mailed to each DCISC Member
and Consultant.

The LER is the responsibility of the Licensee, in this case PG&E. Therefore, it is the Licensee who
makes the determination of the level of risk or significance to safety of the event. The NRC has a
Significance Determination Process which sets forth its rules for making these determinations;
however, events may be complex or may not easily fit the rules. The NRC may concur or it can
question or challenge the Licensee’s determination. Discussions or meetings may be required to
reach understandings between the parties.

Eleven LERs (and four revisions to prior LERs) were reported during this reporting period as follows:

1. LER 1-2013-002, issued June 17, 2013, for Independent Spent Fuel Storage Installation (ISFSI)
casks vent path isolation.

2. LER 1-2013-003, issued August 22, 2013, for Unit 1 and Unit 2 actuation of six Emergency Diesel
Generators (EDGs) due to loss of 230kV offsite power

3. LER 1-2013-004, issued August 22, 2013, for all three Unit 1 EDGs momentarily inoperable.

4. LER 1-2013-005, issued August 22, 2013, for both trains of Residual Heat Removal (RHR)
inoperable due to circumferential flaw on socket weld.

5. LER 2-2013-004, issued July 30, 2013, for Technical Specification (TS) 3.8.1 not met due to
failed wire lug on EDG 2-3.

6. LER 2-2013-005, issued September 5, 2013, for reactor trip due to lightning arrestor flashover.

7. LER 1-2013-006-01, issued January 30, 2014 for Unit 1 EDG valid start signal due to loss of
startup power. (This was a revision to the original LER.)

8. LER 102013-007, issued December 12, 2013, for Auxiliary Feedwater actuation due to Main



Feedwater Pump trip.

9. LER 1-2013-008, issued January 16, 2014, for Unit 1 TS 3.3.4 not met due to inoperable remote
shutdown system function.

10. LER 2-2013-005-01, issued November 21, 2013 for Unit 2 reactor trip due to lightning arrestor
flashover. (This was a revision to the original LER.)

11. LER 1-2013-010, issued February 18, 2014, for inoperability of EDGs 1-2 and 1-3.

12. LER 1-2014-001, issued March 31, 2014, for non-compliance with TS 3.4.3 and Pressure
Temperature Limits Report during Reactor Coolant System (RCS) vacuum refill operations.
(This was a revision to the original LER.)

13. LER 1-2013-009-01, issued May 14, 2014, for high wind impact on EDG. (This was a revision to
the original LER.)

14. LER 1-2014-003, issued May 5, 2014, for unanalyzed condition regarding EDG exhaust plenum
not protected against tornado damage.

15. LER 1-2014-002-01, issued May 20, 2014, for uncompensated vulnerability identified in a
safeguards system.

DCPP reported on each of these LERs at the three DCISC public meetings, and the DCISC received all
LERs and reviewed selected LERs at its nine fact-finding meetings at the DCPP plant. DCPP either
corrected the problem/event before it submitted the LERs or documented and tracked their
resolution in the DCPP Corrective Action Program.

3.1.2. Special Report LERs

There were no special LERs submitted by DCPP during the reporting period.

3.1.3 Voluntary LERs

There were no voluntary LERs during this period.

3.1.4 Reactor Trips Reported in LERs

During the reporting period, there was one reactor trip reported (Items 6 and 10 [revision]
above). See Section 4.1.2 of this report for a description of this trip.

In the past five DCISC reporting periods the following numbers of trips have occurred:

Number of Trips

Reporting Period Automatic Manual

2009/2010 0 0

2010/2011 0 1

2011/2012 0 0

2012/2013 1 0



2013/2014 1 0

The number of reactor trips continues to be commendably low.

3.1.5 Other Reports to NRC

There were no other significant reports made to NRC.

3.1.6 LER Trends

The following table depicts the LER history for DCPP for the last five DCISC reporting periods:

Time Period Number of LERs Submitted

7/1/09 – 6/30/10 7 (plus 0 voluntary LERs)

7/1/10 – 6/30/11 10 (plus 0 voluntary LERs)

7/1/11 – 6/30/12 6 (plus one voluntary LERs)

7/1/12 – 6/30/13 12 (plus 0 voluntary LERs)

7/1/13 – 6/30/14 11 (plus 0 voluntary LERs)

During the current reporting period, the reported events were reported within the requirement of
within 60 days of event discovery. All of the eleven LERs were self-identified by PG&E.

3.1.7 DCISC Evaluation and Conclusions

The DCISC recognizes that events will occur in any large complex system. The goal is to
identify them and understand them, and take action to minimize the consequences and likelihood
of any significant increase in risk. The design basis for nuclear power plants involves defense-in-
depth. This recognizes that in real systems, unanticipated events will occur, so protective systems
are designed to provide protection even if systems do not always perform as anticipated. For this
reason, it is important to investigate events and to share information about them with other plants.

Each of the 11 Licensee Event Reports was investigated by DCPP to determine the plant conditions
before and during the event, background and detailed event description, root cause and
contributory causes, immediate and preventive corrective action, and previous LERs on identical or
similar problems. No LER was significant enough to seriously affect operational safety. No
significant cause code trends were observed. LER investigation reports were submitted to all DCISC
Members and Consultants for review; DCPP reported on each LER at DCISC public meetings. The
DCISC investigated selected LERs at its fact-finding meetings at the plant.

DCPP LER investigations appeared adequate, and corrective actions appeared to be appropriate
for all LER events. There appears to be little or no recurrence of the same or similar reportable
events. The DCISC will continue to monitor LERs, their causes, and DCPP’s actions to correct and
prevent them in future fact-finding and public meetings.

The DCISC notes that the number of LERs has remained roughly the same over the previous five



reporting periods. Although the LERs during this period had diverse causes, the DCISC believes
this number is too high and will continue to monitor both the number and significance of DCPP
LERs
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3.2 NRC Inspection Reports and Enforcement Actions

3.2.1 Discussion

The NRC performs inspections at each nuclear power plant. The purpose is to determine how
well the plant personnel are implementing and following NRC regulations, plant Technical
Specifications, and other requirements, procedures, or commitments. Generally, better regulatory
performance results in fewer inspections. NRC meets with the nuclear plant operator twice per year
to review plant safety performance under the NRC Reactor Oversight Process (see Section 3.4
below). These meetings are usually public.

Inspections are performed by the plant Resident NRC Inspectors, inspectors from the NRC Region
Office, experts from other NRC organizations, and NRC consultants. The bulk of inspections are
routine, announced visits focusing on one or more specific areas of operation such aS As Low As
Reasonably Achievable (ALARA) radiation dose minimization program, maintenance, chemistry,
security, operator examinations, or corrective actions. Special inspections are often made for
investigation into previous events affecting plant safety and into special programs, such as NRC
Generic Letter 89-10, Testing of Motor-Operated Valves.

Each inspection usually concludes with an exit meeting with licensee personnel, followed by a
written inspection report. Inspections can result in the following categories of findings:

“Unresolved Items” are items for which information is not yet available or awaiting licensee
response or action.

Individual “strengths” are used to point out good practices and weaknesses for the licensee’s
attention for improvement and/or to prevent future problems.

“Deviations” are variances from NRC regulations and/or licensee procedures or other
requirements or commitments which are not as severe as outright violations.

“Concerns”, typically including more than one individual weakness in a single area, are to alert
the licensee to situations which could become violations if not corrected.

“Non-cited Violations” are violations for which NRC credits the licensee for identifying the
violation and/or for prompt, effective corrective action completed before or taken during the
inspection. These are usually non-recurring, non-safety-significant items.

“Violations” of NRC regulations, plant Technical Specifications, and other commitments,
procedures, etc. require a formal response and corrective action. Violations carry four severity



levels as described in Section 3.3, NRC Enforcement Actions.

Fewer violations generally mean better performance. Some in the industry think having a significant
number of non-cited violations indicates an effective, aggressive regulatory program, meaning the
licensee quickly finds and corrects its own problems/violations rather than the NRC finding them.

NRC considers items not in compliance with its regulations or with the licensee’s commitments or
procedures to be violations. Corrective action is required for all violations. NRC identifies four
severity levels for violations.

Level I is the most severe, representing the most significant regulatory concern which usually
involves actual or high potential impact on the safety of the public. Level IV violations are more than
minor concern and should be corrected so as to prevent a more serious concern. Civil penalties
(monetary fines) are usually imposed for Level I and II violations, are considered for Level III, and
usually not imposed for Level IV violations. Most low-level violations are reported as Non-cited
Violations provided the licensee places the violation into its corrective action program and provided
the violation is not willful or repetitive. NRC has increased its scrutiny of corrective action programs.
The categorization of violations in this report follows NRC’s actual classification in each notice of a
violation.

NRC issued the following inspection reports:

1. Integrated Inspection Report (IR 2013-003, 8/12/13)

2. Component Design Basis Inspection Report (IR 2031-007, 8/22/13)

3. Mid-Cycle Assessment Letter (IR 2013-006, 9/3/13)

4. Integrated Inspection Report (IR 2013-004, 11/1/13)

5. Integrated Inspection Report (IR 2013-005, 2/11/14)

6. Annual Assessment Letter (IR 2013-001, 3/4/14

7. Integrated Inspection Report (IR 2014-002, 4/23/14)

These five inspections (plus two assessment letters) are typical of recent previous periods for DCPP.

3.2.2 DCISC Review of Trends of Violations and NRC-Identified Issues

Non-Cited Violations (NCVs) are usually items of very low safety significance (called “Green”).
All NCVs are entered into the DCPP Correction Action Program (CAP), and a Notification is issued.
Notifications are reports used to identify and document plant problems in the CAP. The NCVs are
reviewed for their safety significance, and cross-cutting issues. DCPP will perform an Apparent
Cause Evaluation (ACE) for the NCVs as determined by plant director-level management.

NRC Non-Cited Violations (NCVs)

NCVs are violations of NRC regulations, which have very low safety significance, and, as such, are



not “cited” as violations by NRC.

NRC violations are included in the DCPP CAP Trending Program and are not trended separately. An
Event Trend Record (ETR) is issued for each NCV associated with an AT-NCV AR (A-type Non-Cited
Violation Action Request). Periodic evaluation of the ETRs is undertaken to identify adverse trends.

NRC issued the following Non-Cited Violations during the reporting period:

(Note: the following terms are used:

NCV = NRC Non-Cited Violation

SLIV = NRC Safety Level IV Violation

FIN = NRC Finding

Green = NRC considers very low safety significance

PG&E-Identified = violation was first found by PG&E and reported to NRC

C-C Aspect = NRC category for the violation)

1. NCV (Green) – failure to effectively implement the fire protection program (C-C Aspect H.4c
Oversight)

2. NCV (Green) – failure to evaluate the effects on the Emergency Diesel Generator load
capability for maximum combustion air temperature conditions (C-C Aspect P.1(c) Evaluation)

3. NCV (Green) – failure to evaluate the Auxiliary Feedwater Pump motor capability for the
effects of pump maximum brake horsepower conditions (C-C Aspect P.1(c) Evaluation)

4. NCV (Green) – inadequate procedures for establishing temporary ventilation (C-C Aspect H.2
(d) Facilities)

5. NCV (Green) – failure to use procedures to perform corrective maintenance on Emergency
Diesel Generator 1-1 (C-C Aspect H.4(a) Human Error Prevention)

6. NCV (Green) valid Emergency Diesel Generator 2-1 start caused by loss of 4kV Class 1E Bus G
(C-C Aspect H.4(a) Human Error Prevention)

7. NCV (Green) – Unit 2 reactor trip due to lightning arrestor flashover (C-C Aspect H.1(b)
Conservative Assumptions)

8. NCV (Green) – Auxiliary Feedwater pump actuation due to a Main Feedwater Pump trip (C-C
Aspect H.1(a) Planning)

9. NCV (Green) – loss of Control Room Ventilation System due to inadequate design control (C-C
Aspect H.2(c) Documentation)

10. NCV (Green) – failure to follow procedure results in inadequate operability assessment (C-C
Aspect P.2 Evaluation)

11. NCV (Green) – inappropriate fatigue rule waivers (C-C aspect H.1 Resources)



The history of violations for this and the last four DCISC reporting periods is as follows:

DCISC Reporting
Period

Number of
Inspections

Violation Severity Level

Violations
TotalIII IV

Non-
Cited

7/1/09 – 6/30/10 9 – 5 14 19

7/1/10 – 6/30/11 8 – 4 36 40

7/1/11 – 6/30/12 6 1 – 14 15

7/1/12 – 6/30/13 6 – 1 19 20

7/1/13 – 6/30/14 5 – – 11 11

There were no NCVs in the last four quarters had four or more common Cross-Cutting Aspects. This
means that the NRC is not closely monitoring any particular Cross-cutting aspects, and that DCPP is
not close to receiving an NRC Substantive Cross-cutting Issue.

3.2.3 DCISC Evaluation and Conclusions

The numbers of NRC inspections in prior periods had been fairly consistent at about 8 or 9 and
has dropped to six and five during this and the previous two periods. This relatively low number is a
result of good regulatory performance as measured primarily by NRC Performance Indicators (see
Section 3.5).

The DCISC heard presentations by DCPP on each non-cited violation, finding and LER at its public
meetings and has reviewed each cited violation and DCPP’s corrective actions, where applicable.
DCPP corrective actions appeared adequate. There were no individual items of significance to
warrant DCISC recommendations or actions.

All of DCPP’s 11 NCVs were classified by the NRC as having very low safety significance (Green).
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3.3 NRC Performance Evaluations

The Nuclear Regulatory Commission (NRC) inspection, assessment, and enforcement
programs for commercial nuclear power plants takes into account improvements in the
performance of the nuclear industry over the past 25 years and improved approaches of inspecting
and assessing safety performance at NRC-licensed plants.

The NRC Revised Reactor Oversight Process (RROP) monitors licensee performance in three broad
areas (called strategic performance areas):

1. Reactor Safety (avoiding accidents and reducing the consequences of accidents if they occur)

2. Radiation Safety (protecting plant employees and the public during routine operations)

3. Safeguards (protecting the plant against sabotage or other security threats).

The process focuses on licensee performance within each of “Seven Cornerstones” of safety in the
three areas:

Reactor Safety Radiation Safety Safeguards

•Initiating Events •Occupational •Physical Protection

•Mitigating Systems •Public

•Barrier Integrity

•Emergency Preparedness

To monitor these Seven Cornerstones of safety, the NRC uses two processes that generate
information about the safety significance of plant operations:

1. Inspections

2. Performance Indicators

Inspection findings are evaluated according to their potential significance for safety, using the
significance determination process, and assigned colors of GREEN, WHITE, YELLOW, or RED.

GREEN findings are indicative of issues that, while they may not be desirable, represent very
low safety significance.

WHITE findings indicate issues that are of low to moderate safety significance.



YELLOW findings are issues that are of substantial safety significance.

RED findings represent issues that are of high safety significance with a significant reduction
in safety margin.

Performance Indicator data are compared to established criteria for measuring licensee
performance in terms of potential safety. Based on prescribed thresholds, the indicators will be
classified by color representing varying levels of performance and incremental degradation in
safety: GREEN, WHITE, YELLOW, or RED.

GREEN indicators represent performance at a level requiring no additional NRC oversight
beyond the baseline inspections.

WHITE corresponds to performance that may result in increased NRC oversight at the
Resident Inspector or Regional level.

YELLOW represents performance that minimally reduces safety margin and requires even
more NRC oversight at the NRC Region level.

RED indicates performance that represents a significant reduction in safety margin but still
provides adequate protection to public health and safety. NRC response at the Agency level
could include Public Meeting, utility-developed performance improvement plan, and/or
special inspection team.

The assessment process integrates performance indicators and inspections so the agency can reach
objective conclusions regarding overall plant performance. The NRC uses an Action Matrix to
determine in a systematic, predictable manner which regulatory actions should be taken based on a
licensee’s performance. The NRC’s actions in response to the significance (as represented by the
color) of issues will be the same for performance indicators as for inspection findings. As a
licensee’s safety performance degrades, the NRC will take more and increasingly significant action,
which can include shutting down a plant, as described in the Action Matrix.

The NRC Performance Indicators (PIs) for DCPP through the second quarter are depicted in Table
3.1 at the back of Section 3.0.

The NRC inspection program uses a risk-informed approach to select areas of the plant to inspect
within each cornerstone. The selection is based on potential risk, past operational experience, and
regulatory requirements.

Each calendar quarter, NRC inspectors and the regional office review plant performance indicators
and inspection findings. Each year, NRC regional and headquarters offices make a final review, to
include a more detailed assessment of plant performance over the 12-month period, preparation of
a performance report, and preparation of a six-month inspection plan. The report is sent to each
plant and discussed in a public meeting.

NRC End-of-Cycle Report for 2013(Annual Assessment Letter (March 4, 2014)



NRC generated one annual performance review and assessment letter for DCPP and reported that
for the period January 1 through December 31, 2013:

On February 12, 2014, the NRC completed its end-of-cycle performance review of Diablo Canyon Power
Plant, Units 1 and 2. The NRC reviewed the most recent quarterly performance indicators (Pis) in
addition to inspection results and enforcement actions from January 1, 2013 through December 31,
2013. This letter informs you of the NRC's assessment of your facility during this period and its plans for
future inspections at your facility.

The NRC determined that overall, Diablo Canyon Power Plant, Units 1 and 2, operated in a manner that
preserved public health and safety and met all cornerstone objectives. The NRC determined the
performance at Diablo Canyon Power Plant, Units 1 and 2, during the most recent quarter was within
the Licensee Response Column of the NRC's Reactor Oversight Process (ROP) Action Matrix because all
inspection findings had very low (i.e., green) safety significance, and all Pis indicated that your
performance was within the nominal, expected range (i.e., green). Therefore, the NRC plans to conduct
ROP baseline inspections at your facility.

The DCISC understands this to mean acceptable regulatory performance and no increased
inspections above baseline, except for the non substantive cross-cutting issue in conservative
decision making. The DCISC has similar concerns regarding the DCPP Corrective Action Program,
specifically in the problem evaluation area. The DCISC will continue to follow this area closely.

The DCISC concurs with the NRC assessment that, overall, DCPP “ … operated in a manner that
preserved public health and safety … ,” and will continue monitoring DCPP performance in the
corrective action and problem evaluation areas, particularly the Conservative Decision Making
Cross-Cutting Aspect.
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3.4 DCISC Meetings with NRC Resident Inspector

The DCISC held six meetings with the NRC Resident Inspectors.

June 26, 2013 Volume II, Exhibit D.1, Section 3.11)

The DCISC Fact-finding Team met with Thomas Hipschman, NRC Senior Resident Inspector. The
DCISC last met with Mr. Hipschman in May 2013.

The DCISC described activities from its fact-finding meeting to the Senior Resident Inspector and
indicated that it would welcome his presence at the next DCISC Public Meeting on October 9–10,
2013. He was interested and was awaiting approval from NRC headquarters.

August 14, 2013 (Volume II, Exhibit D.2, Section 3.11)

The Fact-finding Team met with Thomas Hipschman, NRC Senior Resident Inspector at DCPP. This
was the third meeting of this DCISC Fact-finding Team with Mr. Hipschman since his arrival on site
during the fourth quarter of 2012. Discussion took place on a number of topics, including the
following:

Mr. Hipschman noted that he would be available to make a presentation at the DCISC’s
upcoming Public Meeting on October 9–10, 2013. The Fact-finding Team familiarized Mr.
Hipschman with the process used by DCISC regarding Public Meeting presentations and
responding to questions raised by persons in attendance.

The Fact-finding Team was briefed on management staffing changes that are scheduled to
take place in NRC Region IV.

Regarding the new NRC Fire Protection Rule, it was noted that a two-year time frame will
apply for compliance, and this will involve DCPP obtaining approval of an amendment to its
Operating License.

DCPP is focused on enhancing the reliability of transformers in the switchyard.

With regard to a trip of Unit 2 due to failure of a lightning arrester, operators showed good
patience in returning the plant to power. They were not driven unnecessarily by a sense of
urgency.

The State of California is interested in reducing the density of fuel bundles in the Spent Fuel
Pool. However, there are impediments to doing so that have not been fully analyzed at this
time.



November 21, 2013 (Volume II, Exhibit D.4, Section 3.7)

The DCISC Fact-finding Team met with Thomas Hipschman, NRC Senior Resident Inspector at DCPP.
Various topics were briefly discussed, including the following:

Dr. Budnitz, DCISC Committee Member, extended his thanks on behalf of the DCISC to Mr.
Hipschman for his presentation at DCISC’s October 2013 Public Meeting.

Mr. Hipschman mentioned that DCPP’s new Resident Inspector, John Reynoso, had not yet
arrived on site but was expected shortly.

Mr. Hipschman discussed the prior evening’s public forum that was held by the NRC, and the
forum’s topic of Waste Confidence. The meeting had active public participation. The meeting
began at 6:00pm and continued until the hotel meeting room was scheduled for closure after
11:00pm.

Mr. Hipschman mentioned the flashover of the lightning arrester at Morro Bay and its
ramifications to DCPP’s 230kV system.

Mr. Hipschman also mentioned a few human performance issues that had recently arisen: e.g.
selecting the wrong fuel assembly when moving fuel bundles, and a valve mispositioning.

Dr. Budnitz briefly discussed issues related to seismicity and the recent PG&E Workshop that
is developing an updated probabilistic understanding of the seismic hazard at the DCPP site
using the NRC-endorsed SSHAC (Senior Seismic Hazards Analysis Committee) process.

Dr. Budnitz briefly discussed tsunami issues and his involvement in attempting to reach a
more complete understanding in this area.

January 15, 2014 (Volume II, Exhibit D.6, Section 3.2)

The DCISC Fact-finding Team met with John Reynoso, DCPP’s new NRC Resident Inspector. This is
the DCISC’s first meeting with Mr. Reynoso. Mr. Tom Hipschman is staying on as NRC Senior
Resident Inspector.

Mr. Reynoso noted that he had been an NRC Resident Inspector at the San Onofre Nuclear Power
Plant prior to his assignment to DCPP. He noted that he is a Registered Professional Engineer in the
State of California; and prior to his employment with the NRC he had served in the nuclear industry,
in one of his positions, as a qualified Shift Technical Advisor.

Dr. Lam explained the nature and make-up of the DCISC. He explained the process by which the
three DCISC members are individually appointed by California’s Governor, the state’s Attorney
General, and the Chairperson of the California Energy Commission (CEC). Dr. Lam noted that he is
the nominee of the Chairperson of the CEC. Dr. Lam further explained the nature, number, and
timing of DCPP’s Fact-finding Trips and Public Meetings, and noted that DCPP’s current NRC Senior
Resident Inspector had spoken at the DCISC’s last Public Meeting in October 2013.

Dr. Lam further explained the nature of the DCISC’s public meetings, the involvement of members
of the public who are in attendance, the nature of the DCISC’s fact-finding visits, and the reports
and recommendations that are developed from those visits. He explained the support and



involvement of the DCISC’s General Counsel with respect to the following: preparation for and
conduct of public meetings; preparation, approval, and issuance of meeting minutes; and DCISC
formal responses to comments and questions from members of the public. Dr. Lam explained the
process that the DCISC follows to effect change at the plant when found to be appropriate, and
that several persons serving the Committee have plant security clearances.

(Volume II, Exhibit D.7, Section 3.2)

The DCISC Fact-finding Team met with John Reynoso, NRC Resident Inspector who was recently
assigned to DCPP. Mr. Tom Hipschman, NRC Senior Resident Inspector remains in his current
position. The DCISC last met with the NRC Resident Inspector in January 2014 (Reference 6.2) when
it concluded:

DCISC meetings with the NRC Resident or Senior Resident Inspector continue to be
beneficial with regard to sharing information and to understanding NRC and DCPP issues.

Dr. Budnitz explained the role of the DCISC. Discussion centered on Mr. Reynoso’s professional
background, the containment hatch seismic qualification issue, and the San Onofre Nuclear
Generating Station steam generator problems and their relevance to DCPP.

(Volume II, Exhibit D.8, Section 3.8)

The DCISC Fact-finding Team met with Mr. Thomas Hipschman, DCPP’s NRC Senior Resident
Inspector. DCISC last met with an NRC Resident Inspector in March 2014 (Reference 6.9), when the
Fact-finding Team met with Mr. John Reynoso, DCPP’s new Resident Inspector.

Dr. Lam expressed his appreciation for Mr. Hipschman’s willingness to speak at a DCPP Public
Meeting, and Mr. Hipschman noted that it also gave him the opportunity to observe DCISC
activities.

Mr. Hipschman noted that, on the evening of December 18, 2013, the NRC held its Annual Public
Meeting in San Luis Obispo in which it reviewed the station’s performance for 2012. The meeting
had been deferred from earlier in the year, and therefore some discussion also took place on 2013
activities. Senior personnel from DCPP, including the Chief Nuclear Officer, had also been in
attendance and were given the opportunity to speak. Also, the public was provided the opportunity
to ask questions. During this formal meeting, the NRC answered all questions related to station
performance, but deferred to PG&E for responses to other categories of questions or comments
from the public, as appropriate. After the formal meeting was over, there was a time for informal
conversation between the public and the NRC. During this time PG&E personnel were not required
to stay. However, they chose to do so and took the opportunity to interact more with the members
of the public who stayed.

The NRC Annual Assessment Public Meeting was held May 22, 2014, and DCPP’s regulatory
performance during 2013 was discussed. This was actually a meeting between the NRC and the
utility, which the Public can observe and ask questions of the NRC. Mr. Hispshman noted that, since



DCPP was in the highest performance category, which dictated routine base-line inspections, the
NRC is not required to hold this Meeting. DCISC Member Dr. Per Peterson attended the NRC
meeting, which he discussed during the presentation of DCISC’s May 21–22, 2014 Fact-finding
Report at DCISC’s June 11–12, 2014 Public Meeting.

Conclusions: The DCISC meetings with the NRC Resident Inspectors are a good
opportunity to review the status NRC’s current issues with the plant and compare
them with DCISC items of interest, including workspace seismic safety. DCISC meets
regularly with the Senior and Resident Inspector during Fact Finding visits, and will
continue to do so.
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3.5 NRC Items Reviewed by the DCISC

3.5.1 NRC Non Substantive Cross-cutting Issue on Conservative Decision Making (Volume II, Exhibit
D.2, Section 3.3)

From the NRC’s perspective, conservative decision making (CDM) involves the use of “Conservative
assumptions in decision making such that licensee decisions demonstrate that nuclear safety is an
overriding priority.” DCPP’s Interdepartmental Administrative Procedure OM15.ID7, “Conservative
Decision-Making,” defines CDM as: “A behavior, mindset, or culture that invokes a cautious and
prudent approach.”

An NRC cross-cutting issue is an issue that can be a contributor to a number of problems in a variety
of station activities and disciplines. In this particular case, the issue pertaining to Conservative
Decision Making was determined by the NRC not to be a “substantive” cross-cutting issue because
the NRC did not have a concern with the station’s scope of effort and progress in addressing the
cross-cutting theme. Further, the NRC report noted that all inspection findings for that period were
determined to have had very low (i.e. Green) safety significance, and all performance indicators
indicated that station performance was within the nominal, expected range.

Nevertheless, DCPP regarded this new cross-cutting issue seriously. A Root Cause Evaluation Team
was formed. The team consisted of 11 individuals from a broad range of station disciplines
including: Operations, Engineering, Nuclear Work Management, Corrective Action, Regulatory
Services, and Learning Services. DCPP’s Senior Director of Engineering was the senior management
sponsor for this effort.

The review examined DCPP’s performance over the prior two years. It carefully examined the four
issues/violations identified by the NRC, namely:

Inadequate staffing of Emergency Response Organization (ERO) personnel on shift occurred
due to the fact that an operator had filled an on-shift ERO position for three consecutive
shifts while the operator’s formal qualification for being able to use a self-contained oxygen
breathing apparatus for respiratory protection had expired.

Evaluation of an update of local seismology was limited to its impact on the Long Term
Seismic Program and did not include its impact on the plant’s design basis.

New regulatory requirements were not adequately translated into a specific calculation in the
plant’s design basis and therefore failed to demonstrate that the 230kV preferred offsite
power source had adequate capacity and capability to supply the minimum required terminal



voltage to plant engineering safety features following a limiting transmission system
contingency.

A licensing basis change on the 230kV offsite power system was not accompanied by a review
for whether the change might create an unreviewed safety question, which would have
required prior approval by the NRC.

The RCE Team’s review resulted in the development of a 150-page report that was approved on
November 7, 2012. Their review included the following activities:

Analysis of the above four violations and of fourteen additional events with decision-making
aspects dating back to September 2008

Survey of station management and individual contributors in Operations, Engineering, and
Regulatory Services to determine the station’s “technical conscience” and organizational
behaviors

Interviews with station leadership and the NRC Senior Resident Inspector

Additional analysis to validate the findings of the above Process Analysis and of the
interviews and surveys conducted as part of this effort

Examination of industry standards and expectations in this area compared to DCPP standards
and processes

The Root Cause identified by the Team was as follows: “Leaders are not consistently setting,
modeling, and reinforcing clear standards and expectations for conservative decision-making,
resulting in a station culture that favors production-oriented interpretation of the license basis.”

Contributing Causes identified by the Team were the following:

Procedures contained inconsistent guidance for conservative decision-making.

Previous cause analyses in some cases led only to correction of the conditions. Although
decision-making aspects were recognized as a weakness, these aspects were sometimes not
addressed.

Station leadership had not effectively used performance metrics for self-identifying
deficiencies for early indication, tracking, and resolution of safety culture performance
deficiencies.

Since that time DCPP has developed an Interdepartmental Administrative Procedure (IDAP)
OM15.ID7, “Conservative Decision Making,” which discusses leadership expectations and the
application of the conservative decision making process. The procedure also provides guidance for
initiating a conservative decision making process and for reviewing, validating and approving the
decision. Attached to the main body of the procedure is a six page “Program Metrics Model,”
which, among other things discusses the “Cornerstones” for Program Personnel and Program
Infrastructure, Program Implementation, and Program Assessment and Oversight. Other
attachments to the Procedure include checklists for “Conservative Decision Making Pre-job Briefs”
and for “Conservative Decision Making Tools.” DCPP’s response to the Cross-cutting Issue also



included a Change Management Plan for “Rolling Out” the Station Program on Conservative
Decision Making, which, among other things includes Key Steps, Responsibilities and Timeframes.

The DCISC Fact-finding Team examined each of the four Non-cited Violations (NCVs) that led to the
development of the subject cross-cutting issue. NCVs are minor violations issued by the Nuclear
Regulatory Commission (NRC) that are not subject to enforcement action. However, it is expected
that these NCVs will be entered into the station’s Corrective Action Program and corrected. The
four NCVs are summarized as follows:

Evaluation of an update of local seismology did not include its impact on the plant’s design
basis.

A specific calculation for the 230kVsystem’s design basis did not include new regulatory
requirements.

A licensing basis change on the 230kV offsite power system was not accompanied by a review
for whether the change might create an unreviewed safety question.

An operator’s formal qualifications for wearing a respirator had expired. Yet the operator had
served on shift as part of the Emergency Response Organization. The nature of this issue
differs from the first three. The NRC’s Integrated Inspection Report to PG&E dated November
18, 2011 states the following: “Although the licensee was aware that the operator’s respiratory
qualification had expired, the operator’s supervisor determined that the licensee met its
Technical Specification(emphasis added) minimum complement (i.e. number) of qualified
operators and considered that the minimum emergency response organization complement
did not require respiratory qualification. The Diablo Canyon Technical Specification required
number of operators was less than the Emergency Plan required number of operators. The
licensee’s determination was in error because the required minimum of emergency response
organization on-shift staff personnel is required in order to respond to all emergencies and
therefore requires that staffed positions be fully qualified for their response functions.”

Three of the four problems that led to the determination of a site-wide issue in non-conservative
decision making appear to be directly tied to the maintenance and understanding of DCPP’s
design and licensing bases, which DCPP has been working on to improve for a number of years.
The fourth problem was apparently due to a misunderstanding due to the difference between the
station’s Emergency Plan and Technical Specifications regarding the number of on-shift personnel
who are required to be qualified to wear a respirator. In response to these four issues, the station
has developed an extensive site-wide program whose apparent objective is to ensure that no
mistakes will ever occur. The DCISC should follow up in a future fact-finding visit to review the
conditions under which and the methods by which station personnel are qualified to wear
respirators including demonstration of the individual’s ability to perform emergency functions
while wearing a respirator.

3.5.2 NRC 2013 Component Design Basis Inspection

NRC performed its Component Design Basis Inspection (CDBI) of DCPP June 10-July 11, 2013.



The purpose of a CDBI is to assess the ability of equipment and operators at a nuclear power plant
to perform their required safety functions. To accomplish this, the NRC team inspected risk
significant components and DCPP’s responses to industry operating experience. The selection
process focused on risk significant components using information contained in DCPP’s probabilistic
risk assessment and the NRC’s standardized plant analysis risk model. The items selected included
components in both safety-related and non-safety-related systems including pumps, circuit
breakers, heat exchangers, transformers, and valves. The team selected the risk significant
operating experience to be inspected based on its past experience.

To verify that the selected components would function as required, the NRC team reviewed design
basis assumptions, calculations, and procedures. In some cases, they performed independent
calculations to verify DCPP’s conclusions. They also verified that the conditions of the components
were consistent with the design bases and that the tested capabilities met the required criteria. The
team also reviewed maintenance work records, corrective action documents, and industry
operating experience records; and they observed operators during simulator scenarios as well as
during simulated action in the plant.

Further, the team performed a margin assessment and detailed review of the selected risk-
significant components to verify that the design bases have been correctly implemented and
maintained. Equipment reliability issues were also considered, and the team received input from the
NRC resident inspector.

The following electrical equipment was selected with respect to being able to verify operability to
supply electrical power to risk significant and safety-related loads in response to initiating events
such as loss of offsite power, station blackout, and a loss-of-coolant accident with offsite power
available. The selected equipment was as follows:

480V Switchgear Bus 1F

Nuclear Instrument Uninterruptible Power Supply 1-1

Startup Transformer No. 1-2 Main Breaker to 4160V Bus F

Emergency Diesel Generator (EDG) 1-3

125Vdc Class 1E Batteries

125Vdc Class 1E Battery Chargers

The team also reviewed the following selected components and supporting equipment required to
perform the safe shutdown of the plant:

Refueling Water Storage Tank Level Switches

Containment Electrical Penetration Assemblies

Turbine Building Shear Wall on Column Line 31

Units 1 and 2 Motor Driven and Turbine Driven Auxiliary Feedwater (AFW) Pumps

Units 1 and 2 Residual Heat Removal Pumps and Heat Exchangers



480 Switchgear Ventilation

Auxiliary Saltwater Building and Vault Drain Check Valves

Containment Hatch Seals

Containment Purge Valves

The Inspection resulted in three Green Non-cited Violations as follows: (All of the findings were
determined by the NRC to have “very low safety significance (Green).”

Failure to evaluate the impact of site combustion air temperature on vendor-specified EDG
Rating. A cross-cutting aspect of P.1(c), “Problem Evaluation,” was assigned to this violation.
In response DCPP created Notification 50573622, “EDG Combustion Air Temperature
Violation,” on July 15, 2013 which required a DCPP analysis, which has been completed. Final
closure will depend upon receipt of NRC approval of a License Amendment Request.

Failure to evaluate the effects of AFW Pump load on the pump motor for the design basis
maximum flow conditions that could occur during a postulated steam line break coincident
with maximum diesel generator frequency which could have affected the capability of safety-
related equipment to respond to initiating events. No cross-cutting aspect was assigned to
this violation. In response DCPP documented in Notification 50573621, “Violation, AFW Pump
Motor Evaluation,” on July 15, 2013, that the required evaluation had been performed
subsequent to having been informed of this issue and that the motor was found to be capable
of handling the load.

Failure of Procedure CPM-10 to ensure that the temporary ventilation fans that would be
provided for the 480V Switchgear Room, upon loss of normal room ventilation, would not
overload their normal supplies. A cross-cutting aspect of H.2(d), “Facilities/Equipment,” was
assigned to this violation. In response, DCPP created Notification 50573523, “CP M-10
Violation 480V Switchgear Room HVA.” It was determined that the two 24-inch diameter fans
specified for the above purpose would, in fact, have overloaded their power supply.
Therefore, DCPP has substituted two 16-inch fans as a temporary measure, and the due date
for this Notification was extended to allow completion of the required effectiveness
evaluation of this issue.

A well-conceived, risk-based process appears to have been carefully developed and executed in
the NRC’s selection and evaluation of a both broad and focused assortment of station systems,
equipment, and components that are important to nuclear safety. DCPP appears to have
responded rapidly and effectively to NRC’s three Non-cited Violations that were assessed during
the NRC’s month-long Component Design Basis Inspection in June/July 2013. All three findings
were determined by the NRC to have “very low safety significance (Green).”
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3.6 DCISC Conclusions and Recommendations

Conclusion:

The DCISC received regular reports on the Nuclear Regulatory Commission (NRC)
Performance Indicators, DCPP License Event Reports (LERs) sent to NRC, and NRC
Inspection Reports and Enforcement Actions (violations) at each of its Public
Meetings as well as copies of these documents throughout the reporting period.
The DCISC investigated selected reports at its fact-finding meetings.

The Committee notes that, although the Nuclear Regulatory Commission (NRC)
concluded that, “Overall, Diablo Canyon Power Plant, Units 1 and 2, operated in a
manner that preserved public health and safety … ,” it identified 11 Non-cited
Violations of “very low safety significance.” The number of violations has increased,
and DCPP has initiated strong actions to improve its regulatory performance.

The DCISC is following this closely, specifically, review of DCPP NRC regulatory
performance during the next reporting period, paying attention to the number of
DCPP License Event Reports and to the trend in Conservative Assumptions in
Decision Making.

Recommendations:

None
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Table 3.1 Diablo Canyon 1 – 2Q/2014 Performance Summary
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Table 3.2 Diablo Canyon 1 – 2Q/2014 NRC Most Significant Inspection Findings
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Table 3.3 Diablo Canyon 2 – 2Q/2014 Performance Summary
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Table 3.4 Diablo Canyon 2 – 2Q/2014 NRC Most Significant Inspection Findings

GREEN findings are indicative of issues that, while they may not be desirable, represent very low safety
significance.

WHITE findings indicate issues that are of low to moderate safety significance.

YELLOW findings are issues that are of substantial safety significance.

RED findings represent issues that are of high safety significance with a significant reduction in safety
margin.
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Telephone calls and e-mails have been received by the DCISC Legal Counsel’s office with
questions, concerns and requests for information. During this reporting period, 102 calls and 19 e-
mails were received from individuals. The breakdown of these calls and e-mails is as follows:

Number of Calls Number of E-mails Reason for Contact

3 16 DCPP issues or nuclear information requests

99  3 Other (administrative, document requests, media,
tour requests and miscellaneous)

When requested, answers, responses or documents were provided either during the call, a return
call, or by a letter, email or documents from the Committee. The DCISC Telephone/ Correspondence
Log which provides a memorandum of contacts initiated by members of the public, citizen or public
interest groups, the media or similar organizations is included as Exhibit G.1 and correspondence
with the public is included with Exhibit G.2.

The Committee maintains a California toll-free telephone number (800-439-4688), an E-mail
address (dcsafety@dcisc.org) and a site on the worldwide web at www.dcisc.org for receiving
questions, concerns or information to and from the public. The DCISC has developed an information
pamphlet describing the Committee and its function. The Pamphlet is provided to attendees at
DCISC public meetings and plant tours.
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The DCISC maintains a frequently updated web page on the worldwide web. The DCISC
established its web page and presence on the internet to provide a convenient and accessible
forum for interested members of the public to learn about the Committee, its history, background
and role in safety oversight at DCPP; its current members and consultants; Volumes I and II of the
Committee’s latest Annual Report; previous annual reports; the current schedule of future DCISC
public meetings; and the agenda for the Committee’s next public meeting, which is posted on the
website prior to the meeting.

The web page also provides visitors with an opportunity to download or print pages from the DCISC
web site and offers a convenient email link to permit interested persons to communicate directly
with the Committee and to receive an expedited response to questions and concerns. When the
Annual Report is finalized, the entire report is published on the website and is also published and
distributed to local public libraries and interested persons on compact disk.

The DCISC’s site on the worldwide web has been further developed with the addition of a video
concerning the replacement of Diablo Canyon’s steam generators and spent fuel storage project
and continues to provide a convenient and accessible forum for interested members of the public.
The Committee continues to post the agendas for all its public meetings on the website, as well as
general information about the Committee, its members and consultants. A list of useful links is
included to topics of interest to the general public, to PG&E’s website for information concerning
Diablo Canyon Power Plant, to the NRC and to the International Atomic Energy Agency for agency
and industry-related information and to an indexed webcast of streaming video of its past public
meetings through electronic archives and to the public meetings in real time when they are in
session. During the DCISC’s October 9–10, 2013 public meeting, the live-streaming video of the
meetings was accessed by visitors 35 times. The live streaming video feed of the DCISC’s February
12–13, 2014 public meeting was similarly accessed 61 times. During the DCISC’s public meeting on
June 1–-12, 2014, visitors accessed the live stream video 20 times. These data represent the total
number of times “live visitors” entered the site including those visitors who may have come and
gone from the site more than once (i.e. “page views”). The website also provides access to a
convenient glossary of nuclear power terms and a list of acronyms in common use in the industry.
Both Volumes of this Annual Report are available on the website in fully-linked php-text format, as
is an animated depiction of the operation of a pressurized water nuclear reactor such as those in
operation at Diablo Canyon.

The most meaningful statistics provided for July 1, 2013 through June 30, 2014 were the actual
“visits,” the actual, unique visitor numbers, regardless of how many pages that visitor actually



viewed on the DCISC’s website during the period of this report included the following:

Month Visits

July 2013 552

August 2013 544

September 2013 586

October 2013 620

November 2013 543

December 2013 534

January 2014 490

February 2014 492

March 2014 545

April 2014 594

May 2014 619

June 2014 665

Top ten countries from which visitors accessed the site, in order of “hits”, were: United States,
Ukraine, China, Netherlands, Russian Federation, Czech Republic, Romania, France, Canada and
Germany.

Among the most common “key phrases" typed into internet search engines, such as MS Internet
Explorer, Google Chrome, Firefox, Mozilla, Safari, Opera, Minefield, Android browser and Samsung
were: “dcisc”, “diablo canyon nuclear power plant”, “diablo canyon”, “what is equipment
reliability”, “with respect to equipment and system”, “fact finding meeting agenda”, and “diablo
canyon nuclear power plant tour”.

The top ten downloads were:

/22nd-pdf.pdf
/Bechtel Evaluation.pdf
/23rd-pdf.pdf
/21st pdf.pdf
/draft-addendum-to-bechtel-assessemnt.pdf
/annual-report-21-2010-2011/21st-g01-telephone-log.pdf
/annual-report-22-2011-2012/22nd-i-brochure.pdf
/annual-report-21-2010-2011/21st-g02-documents-received.pdf
/annual=-report-21-2010-2011/21st-a01documents-received.pdf
/annual-report-22-2011-2012/22nd-a01-documents-received.pdf

The most visited pages were:

/index.php



/references/alphabet/j-k.php
/agenda.php
/notice.php
/annual-report-22-2011=2012/index.php
/evaluation-alternate-cooling.php
/contact.php
/public-tour.php
/annual-report-22-2011-2012
/22nd-b09-minutes-2012-06.php
/pts-public-release.php
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meetings

As is its pattern, during this period (July 1, 2013 – June 30, 2014), the Diablo Canyon
Independent Safety Committee (DCISC) held three public meetings in the vicinity of Diablo Canyon
Nuclear Power Plant (DCPP). The meetings included numerous informational, programmatic and
plant status presentations by PG&E and by Committee Consultants and questions and comments
from the public. The Committee always holds an evening session on the first of the two days of the
public meeting for the convenience of the public. The meetings are webcast in real time,
videotaped, archived and cablecast afterwards on the local public access television station and by
indexed webcast.

The DCISC encourages members of the public to attend and speak at its three public meetings.
Times are set aside throughout the meetings for public questions and comments. During the
reporting period July 1, 2013 – June 30, 2014, fifteen different individuals spoke a total of ninety-six
times. Four individuals appeared and spoke at the September 4, 2013 meeting, six individuals
appeared and spoke at the October 9–10, 2013, meeting, five individuals appeared and spoke at the
February 12–13, 2014, meeting; and thirteen individuals appeared and spoke at the June 11–12, 2014
meeting. Seven persons addressed the Committee during more than one of its public meetings.

These comments are summarized in Volume II, Exhibit G.3 and the comments and questions,
together with the Committee’s and PG&E’s responses, are contained in the public meeting minutes
included in Exhibits B.3, B.6 and B.9 and B.iii.
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The DCISC holds public tours in conjunction with its three public meetings each year. As part of
the DCISC outreach program, each tour now provides an opportunity for interested persons to see
the plant as interact with DCISC Members and Consultants. These tours are described below.

8.4.1 October 9, 2013 Public Tour

The members of the DCISC accompanied by 30 members of the public, Ms. Ellie Ripley, PG&E’s
tour guide, and the Committee’s technical consultants, conducted a tour of certain accessible areas
of the Diablo Canyon Power Plant (DCPP). The group met at the PG&E Energy Education Center for
an introduction to the Committee members and consultants and to receive a short presentation on
the background and role of the Committee. Ms. Ripley then provided a brief overview of DCPP
including its history, operation, the nuclear fuel cycle, spent fuel storage and plant security and an
opportunity was provided to ask questions. Ms. Ripley discussed how the plant’s cooling systems
work, with the ocean water two physical barriers away from the reactors. The group was issued
visitor badges and then departed for DCPP.

The bus entered the plant site through the Avila Gate and the group received a briefing from PG&E
representatives on the various external features and buildings. The group arrived at the
Independent Spent Fuel Storage Installation (ISFSI) and the plant overlook area where a break was
taken. The bus then arrived at the Vehicle Inspection Station and subsequently at the Control Room
Simulator facility. The members of the public were then divided into two groups, each accompanied
by at least one DCISC member and consultant, and each group visited in turn the Control Room
Simulator facility, a full scale mockup of the Unit-1 (U-1) control room, and the lobby of the Security
Building for a demonstration of screening of personnel entering the protected areas of the plant.
There was also an opportunity afforded to both groups to view the Intake and Outfall facilities
where the plant pulls in and discharges cooling water from and to the Pacific Ocean before
departing DCPP and returning to the Energy Education Center.

8.4.2 February 12, 2014 Public Tour

The members of the DCISC accompanied by 30 members of the public, PG&E tour guide Ms.
Ellie Ripley, and the Committee’s technical consultants, conducted a tour of certain accessible areas
of the Diablo Canyon Power Plant. The group met at the PG&E Energy Education Center for an
introduction to the Committee members and consultants and to receive a short presentation on the
background and role of the Committee. Ms. Ripley then provided a brief overview of DCPP
including its history, operation, the nuclear fuel cycle, spent fuel storage and plant security and an
opportunity was provided to ask questions. Ms. Ripley discussed how the plant’s cooling systems
work, with the ocean water two physical barriers away from the reactors. The group was issued



visitor badges and then departed for DCPP.

The bus entered the plant site through the Avila Gate and the group received a briefing from PG&E
representatives on the various external features and buildings. The group arrived at the
Independent Spent Fuel Storage Installation (ISFSI). The bus then arrived at the Vehicle Inspection
Station and subsequently at the Control Room Simulator Facility. The members of the public were
then divided into two groups, each accompanied by at least one DCISC member and consultant, and
each group visited in turn the Control Room Simulator Facility, a full scale mockup of the Unit-1 (U-
1) control room, and the lobby of the Security Building for a demonstration of screening of
personnel entering the protected areas of the plant. There was also an opportunity afforded to
both groups to view the Intake and Outfall facilities where the plant pulls in and discharges cooling
water from and to the Pacific Ocean before departing DCPP and returning to the Energy Education
Center.

8.4.3 June 11, 2014 Public Tour

The members of the DCISC accompanied by 44 members of the public, Mr. John Lindsey,
PG&E’s tour guide, and the Committee’s technical consultants, conducted a tour of certain
accessible areas of the Diablo Canyon Power Plant (DCPP). The group met at the PG&E Energy
Education Center for an introduction to the Committee members and consultants and to receive a
short presentation on the background and role of the Committee. Mr. Lindsey provided a brief
overview of DCPP including its history, operation, the nuclear fuel cycle, spent fuel storage and
plant security and an opportunity was provided to ask questions. The guide discussed how the
plant’s cooling systems work, with the ocean water two physical barriers away from the reactors.
The group was issued visitor badges and then departed for DCPP.

The bus entered the plant site through the Avila Gate and the group received a briefing from PG&E
representatives on the various external features and buildings. The group arrived at the
Independent Spent Fuel Storage Installation (ISFSI). The bus then arrived at the Vehicle Inspection
Station. The members of the public were then divided into two groups, each accompanied by at
least one DCISC member and consultant, and each group visited in turn the Mechanical
Maintenance Training Facility, where PG&E representative Mr. Guy Vaughan addressed the groups,
and viewed the Intake and Outfall facilities where the plant pulls in and discharges cooling water
from and to the Pacific Ocean before departing DCPP and returning to the Energy Education Center.
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24th Annual Report, Volume 1, Exhibit 8.5, DCISC Evaluation

The DCISC has been successful in implementing its Public Outreach Program as demonstrated
by the descriptions above. The public tours of DCPP have continued to be popular with members of
the public within the local area. The web site, e-mail and telephone channels are used frequently as
indicated above. The public meetings during this period were attended by between 4 to13 people
attending and also addressing remarks or questions to the Committee, including several
representatives of the San Luis Obispo Mothers for Peace and the Alliance for Nuclear
Responsibility, non-profit organizations concerned with the local and nationwide dangers involving
DCPP, and with the dangers of nuclear power, weapons and waste on national and global levels.
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24th Annual Report,Volume 2, Exhibit A, Documents Received by the DCISC

List of Documents Transmitted Electronicaly

http://www.dcisc.org/index.php
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24th Annual Report, Volume 2, Exhibit B1, Notice of Public Meeting on October 9,
2013

The Diablo Canyon Independent Safety Committee Notice of Plant Tour and Public
Meeting

NOTICE IS HEREBY GIVEN that on October 9, 2013, at 8:00 A.M., the members of the Diablo
Canyon Independent Safety Committee (DCISC) will conduct an inspection tour of certain
accessible areas of the Diablo Canyon Power Plant (DCPP). This tour, which will take approximately
three and one half hours, was previously advertised to the public. Because the plant is an operating
nuclear power plant the number of participants was limited and space has been assigned on the
basis of prior reservation taken on a first-come, first-served basis, with priority given to those
persons who were not accommodated on recent DCISC inspection tours. Prior clearance of all
public attendees is required in compliance with rules of the U.S. Nuclear Regulatory Commission
(NRC).

In the alternative if security considerations preclude the public tour on October 9th, the DCISC may
convene an informal power point presentation and question and answer session at the Pacific Gas &
Electric Company (PG&E) Energy Education Center, 6588 Ontario Road, San Luis Obispo, California.

NOTICE IS HEREBY FURTHER GIVEN that on October 9–10, 2013, at the Avila Lighthouse Suites,
located at First and San Francisco Streets, Avila Beach, California, a public meeting will be held by
the DCISC in the Point San Luis Conference Facility in four separate sessions, at the times indicated,
to consider the following matters:

1. Afternoon Session – (10/09/2013) – 1:30 P.M. Opening comments and remarks; receive public
comments and communications to the Committee; approve minutes of June 5–6, 2013, public
meeting and September 4, 2013, public meeting and teleconference; discussion of
administrative matters, including review and approval of the DCISC 23rd Annual Report on the
Safety of Diablo Canyon Nuclear Power Plant Operations for the period July 1, 2012 – June 30,
2013; an update on financial matters and activities during 2013 and 2014; review of the Open
Items List; reports by Committee members and scheduling of future public meetings and fact-
finding visits; reports by technical consultants and legal counsel; receive, approve and
authorize transmittal of fact-finding reports to PG&E; and review of Committee
correspondence and documents received.

2. Evening Session – (10/09/2013) – 5:30 P.M. Committee member comments; receive public
comments and communications to the Committee; receive informational presentations
requested by the Committee from PG&E on topics relating to plant safety and operations,
including a presentation by PG&E on the state of the plant including key events, highlights,



and station activities; a report on recent Licensee Event Reports, NRC Notices of Violation and
NRC Performance Indicators; and remarks by the NRC Senior Resident Inspector concerning
the NRC Resident Inspection Program at DCPP.

3. Morning Session – (10/10/2013) – 8:00 A.M. Comments by Committee members; receive public
comments and communications to the Committee; receive informational presentations
requested by the Committee from PG&E on topics relating to plant safety and operations,
including a presentation on the Quality Verification (QV) Organization’s perspective on station
performance including QV’s top issues and the most recent Quality Performance Assessment
Report; status of plans to assure spent fuel pool cooling and monitoring during beyond
design basis conditions; discussion by the Committee members concerning schedules and
agendas for periodic fact-finding visits to DCPP; and a discussion by the Committee members
concerning the DCISC’s Evaluation of Safety Issues for “Independent Third Party Final
Technologies Assessment for the Alternative Cooling Technologies or Modifications to the
Existing Once-Through Cooling System for Diablo Canyon Power Plant.”

4. Afternoon Session – (10/10/2013) – 1:00 P.M. Comments by Committee members; receive
public comments and communications to the Committee; consider further informational
presentations from PG&E on topics relating to plant safety and operations, including a
presentation on Unit-2 Pressurizer structural weld overlays; plans for spent fuel management;
wrap-up discussion by Committee members, and confirmation of future site visits, study
sessions and meetings.

The DCISC’s policy is to schedule its public meetings in locations that are accessible to people with
disabilities. The Avila Lighthouse Suites Point San Luis Conference Facility and 40 Acacia Avenue are
wheelchair accessible facilities. A person who needs a disability-related accommodation or
modification in order to participate in the meeting may make a request by contacting the DCISC
office at (800) 439-4688 or by sending a written request to the DCISC office at 857 Cass Street, Ste.
D., Monterey, CA 93940. Providing your request at least five business days before the meeting will
help ensure availability of the requested accommodation.

The specific meeting agenda and the staff reports and materials regarding the above meeting
agenda items will be available for public review at the Reference Department of the Cal Poly Library
in San Luis Obispo. For further information, or if you plan to attend and need specialized
accommodations, please contact Robert Wellington, Committee Legal Counsel, 857 Cass Street,
Suite D, Monterey, California, 93940; telephone: 1-800-439-4688 or read the agenda on line by
visiting the Committee’s website a twww.dcisc.org.

Dated: September 29, 2013.
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24th Annual Report, Volume 2, Exhibit B2, DCISC Agenda for the October 9–10,
2013 Public Meeting

Committee Members:

Robert J. Budnitz

Peter Lam

Per F. Peterson

Wednesday & Thursday, October 9–10, 2013
Point San Luis Conference Center, Avila Lighthouse Suites, First & San Francisco Streets, Avila
Beach, California

Public Tour – 10/09/2013 – 8:00 A.M.

Public Tour of Diablo Canyon Nuclear Power Plant to assemble at the PG&E Community Center
(Prior registration and security clearance required of all public participants.)

The Members of the Independent Safety Committee, accompanied by members of the
public, will conduct a tour of the Plant.

Following the tour, or in the alternative if the tour must be cancelled for any reason, the Committee
may convene an informal question and answer session at the PG&E Energy Education Center
(formerly the PG&E Community Center), 6588 Ontario Road, San Luis Obispo.

Afternoon Session – 10/09/2013 – 1:30 P.M.

I Call To Order – Roll Call

II Introductions

III Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so
now. The public may comment on any matter listed on the Agenda at the time the matter is being
considered by the Committee. There will be a time limit of not more than five minutes for each
speaker. No action will be taken by the Committee on matters brought up under this item but they
may be referred to staff for further study, response or action. (Please Note: (a) The Committee may
consider at any time requests to change the order of a listed agenda item; (b) Information distributed



to the Committee at a Public Meeting becomes part of the public record of the DCISC. A copy of
written material, pictures, etc. must be provided to the Committee’s Legal Counsel for this purpose.)

IV Consent Agenda

Routine items which the Committee can approve with a single motion and vote. A member may
request that any item be placed on the regular agenda for separate consideration.

A. Minutes of June 5–6, 2013, Meeting: Approve

B. Minutes of the September 4, 2013, Meeting & Teleconference: Approve

V Action Items

A. DCISC 23rd Annual Report on Safety of Diablo Canyon Operations; July 1, 2012 – June 30, 2013:
Discussion/Approval

B. Update on Financial Matters and Committee Activities during 2013–2014: Discussion/Action

C. Discussion of Open Items List: Discussion/Action

VI Committee Member Reports and Discussion

A. Public Outreach, Site Visits and Other Committee Activities; scheduling and confirmation of
future fact-findings and public meetings

B. Documents Provided to the Committee

VII Staff – Consultant Reports & Receive, Approve and Authorize Transmittal of Fact-
finding Reports to PG&E.

A. Ferman Wardell:
Fact-finding Topics; Report on and Approval of June 26–27 and September 10–11, 2013 Fact
Finding Reports

B. David C. Linnen:
Fact-finding Topics; Report on and Approval of May 7–8, 2013 and August 13–14, 2013 Fact
Finding Reports

C. Robert Wellington:
Administrative, Regulatory and Legal Matters

VIII Correspondence

IX Adjourn Afternoon Meeting

Evening Session – 10/09/2013 – 5:30 P.M.

X Reconvene for Evening Meeting

XI Committee Members’ Comments



XII Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so
now. The public may comment on any matter listed on the Agenda at the time the matter is being
considered by the Committee. There will be a time limit of not more than five minutes for each
speaker. No action will be taken by the Committee on matters brought up under this item but they
may be referred to staff for further study, response or action.

XIII Information Items Before the Committee

A. Informational Presentations Requested by the Committee of PG&E Representatives

1. Presentation on the State of the Plant including Key Events, Highlights and Station
Activities

2. Review of NRC Performance Indicators, Licensee Event Reports, and NRC Notices of
Violations

3. Remarks by Mr. Thomas R. Hipschman, NRC Senior Resident Inspector Concerning the
NRC Resident Inspection Program at DCPP

XIV Adjourn Evening Meeting

Morning Session – 10/10/2013 – 8:00 A.M.

XV Reconvene for Morning Meeting

XVI Committee Members’ Comments

XVII Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so
now. The public may comment on any matter listed on the Agenda at the time the matter is being
considered by the Committee. There will be a time limit of not more than five minutes for each
speaker. No action will be taken by the Committee on matters brought up under this item but they
may be referred to staff for further study, response or action.

XVIII Information Items Before the Committee (Cont’d)

4. Report on the Quality Verification Organization’s Perspective on Plant Performance, the
Quality Performance Assessment report (QPAR), and Quality Verification’s Top Issues

5. Status of Plans to Assure Spent Fuel Pool Cooling and Monitoring During Beyond Design
Basis Conditions

XIX Discussion By the Committee

1. Discussion Concerning Schedules and Agendas for the DCISC’s Periodic Fact-finding Visits



to DCPP

2. Discussion Concerning the DCISC’s Evaluation of Safety Issues for “Independent Third
Party Final Technologies Assessment for the Alternative Cooling Technologies or
Modifications to the Existing Once-Through Cooling System for Diablo Canyon Nuclear
Power Plant”

XX Adjourn Morning Meeting

Afternoon Session – 10/10/2013 – 1:00 P.M.

XXI Reconvene for Afternoon Meeting

XXII Committee Members’ Comments

XXIII Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so
now. The public may comment on any matter listed on the Agenda at the time the matter is being
considered by the Committee. There will be a time limit of not more than five minutes for each
speaker. No action will be taken by the Committee on matters brought up under this item but they
may be referred to staff for further study, response or action.

XXIV Information Items Before the Committee (Cont’d.)

6. Presentation on Unit–2 Pressurizer Structural Weld Overlays

7. Plans for Spent Fuel Management

XXV Concluding Remarks and Discussion by Committee Members of Future DCISC
Activities

A. Future Actions by the Committee

B. Further Information to Obtain/Review

C. Scheduling of Future Site Visits, Study Sessions and Meetings

XXVI Adjournment of Seventy-first Public Meeting

The Committee’s policy is to schedule its public meetings in locations that are accessible to people with
disabilities. Devices for attendees who may be hearing impaired are available.



24th Annual Report by the Diablo Canyon Independent Safety Committee, July 1, 2013 - June 30, 2014
Preface | Executive Summary
Volume 1 TOC | Volume 2 TOC | PG&E Response | Contact the DCISC

24th Annual Report, Volume 2, Exhibit B4, Notice of Plant Tour and Public Meeting
on February 12–13, 2014

The Diablo Canyon Independent Safety Committee Notice of Plant Tour and Public
Meeting

NOTICE IS HEREBY GIVEN that on February 12, 2014, at 8:00 A.M., the members of the Diablo
Canyon Independent Safety Committee (DCISC) will conduct an inspection tour of certain
accessible areas of the Diablo Canyon Power Plant (DCPP). This tour, which will take approximately
three and one half hours, was previously advertised to the public. Because the plant is an operating
nuclear power plant the number of participants was limited and space has been assigned on the
basis of prior reservation taken on a first-come, first-served basis, with priority given to those
persons who were not accommodated on recent DCISC inspection tours. Prior clearance of all
public attendees is required in compliance with rules of the U.S. Nuclear Regulatory Commission
(NRC).

In the alternative if security considerations preclude the public tour on February 12th, the DCISC may
convene an informal power point presentation and question and answer session at the Pacific Gas &
Electric Company (PG&E) Energy Education Center, 6588 Ontario Road, San Luis Obispo, California.

NOTICE IS HEREBY FURTHER GIVEN that on February 12–13, 2014, at the Avila Lighthouse Suites,
located at First and San Francisco Streets, Avila Beach, California, a public meeting will be held by
the DCISC in the Point San Luis Conference Facility in four separate sessions, at the times indicated,
to consider the following matters:

1. Afternoon Session – (02/12/2014) – 1:30 P.M. Opening comments and remarks; receive public
comments and communications to the Committee; approve minutes of June 5–6, 2013, public
meeting and September 4, 2013, public meeting and teleconference; discussion of
administrative matters, including review and approval of the DCISC 23rd Annual Report on the
Safety of Diablo Canyon Nuclear Power Plant Operations for the period July 1, 2012 – June 30,
2013; an update on financial matters and activities during 2013 and 2014; review of the Open
Items List; reports by Committee members and scheduling of future public meetings and fact-
finding visits; reports by technical consultants and legal counsel; receive, approve and
authorize transmittal of fact-finding reports to PG&E; and review of Committee
correspondence and documents received.

2. Evening Session – (02/12/2014) – 5:30 P.M. Committee member comments; receive public
comments and communications to the Committee; receive informational presentations
requested by the Committee from PG&E on topics relating to plant safety and operations,
including a presentation by PG&E on the state of the plant including key events, highlights,
and station activities; a report on recent Licensee Event Reports, NRC Notices of Violation and



NRC Performance Indicators; and remarks by the NRC Senior Resident Inspector concerning
the NRC Resident Inspection Program at DCPP.

3. Morning Session – (02/13/2014) – 8:00 A.M. Comments by Committee members; receive public
comments and communications to the Committee; receive informational presentations
requested by the Committee from PG&E on topics relating to plant safety and operations,
including a presentation on the Quality Verification (QV) Organization’s perspective on station
performance including QV’s top issues and the most recent Quality Performance Assessment
Report; status of plans to assure spent fuel pool cooling and monitoring during beyond
design basis conditions; discussion by the Committee members concerning schedules and
agendas for periodic fact-finding visits to DCPP; and a discussion by the Committee members
concerning the DCISC’s Evaluation of Safety Issues for “Independent Third Party Final
Technologies Assessment for the Alternative Cooling Technologies or Modifications to the
Existing Once-Through Cooling System for Diablo Canyon Power Plant.”

4. Afternoon Session – (02/13/2014) – 1:00 P.M. Comments by Committee members; receive
public comments and communications to the Committee; consider further informational
presentations from PG&E on topics relating to plant safety and operations, including a
presentation on Unit-2 Pressurizer structural weld overlays; plans for spent fuel management;
wrap-up discussion by Committee members, and confirmation of future site visits, study
sessions and meetings.

The DCISC’s policy is to schedule its public meetings in locations that are accessible to people with
disabilities. The Avila Lighthouse Suites Point San Luis Conference Facility and 40 Acacia Avenue are
wheelchair accessible facilities. A person who needs a disability-related accommodation or
modification in order to participate in the meeting may make a request by contacting the DCISC
office at (800) 439-4688 or by sending a written request to the DCISC office at 857 Cass Street, Ste.
D., Monterey, CA 93940. Providing your request at least five business days before the meeting will
help ensure availability of the requested accommodation.

The specific meeting agenda and the staff reports and materials regarding the above meeting
agenda items will be available for public review at the Reference Department of the Cal Poly Library
in San Luis Obispo. For further information, or if you plan to attend and need specialized
accommodations, please contact Robert Wellington, Committee Legal Counsel, 857 Cass Street,
Suite D, Monterey, California, 93940; telephone: 1-800-439-4688 or read the agenda on line by
visiting the Committee’s website a twww.dcisc.org.

Dated: February 2, 2014.



24th Annual Report by the Diablo Canyon Independent Safety Committee, July 1, 2013 - June 30, 2014
Preface | Executive Summary
Volume 1 TOC | Volume 2 TOC | PG&E Response | Contact the DCISC

24th Annual ReportDCISC Agenda for the February 12 – 13, 2014 Public Meeting

Committee Members:

Robert J. Budnitz

Peter Lam

Per F. Peterson

Wednesday & Thursday, February 12–13, 2014
Point San Luis Conference Center, Avila Lighthouse Suites, First & San Francisco Streets, Avila
Beach, California

Public Tour – 02/12/2014 – 8:00 A.M.

Public Tour of Diablo Canyon Nuclear Power Plant to assemble at the PG&E Community Center
(Prior registration and security clearance required of all public participants.)

The Members of the Independent Safety Committee, accompanied by members of the
public, will conduct a tour of the Plant.

Following the tour, or in the alternative if the tour must be cancelled for any reason, the Committee
may convene an informal question and answer session at the PG&E Energy Education Center
(formerly the PG&E Community Center), 6588 Ontario Road, San Luis Obispo.

Afternoon Session – 02/12/2014 – 1:30 P.M.

I Call To Order – Roll Call

II Introductions

III Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so
now. The public may comment on any matter listed on the Agenda at the time the matter is being
considered by the Committee. There will be a time limit of not more than five minutes for each
speaker. No action will be taken by the Committee on matters brought up under this item but they
may be referred to staff for further study, response or action. (Please Note: (a) The Committee may
consider at any time requests to change the order of a listed agenda item; (b) Information distributed
to the Committee at a Public Meeting becomes part of the public record of the DCISC. A copy of
written material, pictures, etc. must be provided to the Committee’s Legal Counsel for this purpose.)



IV Consent Agenda

Routine items which the Committee can approve with a single motion and vote. A member may
request that any item be placed on the regular agenda for separate consideration.

A. Minutes of October 9–10, 2013, Meeting: Approve

V Action Items

A. Review of PG&E’s Response to DCISC’s 23rd Annual Report on Safety of Diablo Canyon
Operations; July 1, 2012 – June 30, 2013:L Discussion/Action

B. Update on Financial Matters and Committee Activities: Discussion/Action

C. Discussion of Open Items List: Discussion/Action

VI Committee Member Reports and Discussion

A. Public Outreach, Site Visits and Other Committee Activities; scheduling and confirmation of
future fact-findings and public meetings

B. Documents Provided to the Committee

VII Staff – Consultant Reports & Receive, Approve and Authorize Transmittal of Fact-
finding Reports to PG&E.

A. Ferman Wardell
Fact-finding Topics; Report on and Approval of December 10–11, 2013 Fact Finding Report

B. David C. Linnen
Fact-finding Topics: Report on and Approval of November 20–21, 2013 Fact Finding Report;
Report on and Approval of January 15–16, 2014 Fact-finding

C. Robert Wellington
Administrative, Regulatory and Legal Matters

VIII Correspondence

IX Discussion by the Committee

1. Report on Attendance at the November 21 and December 18, 2013, Meetings of the State
Water Resources Control Board’s Review Committee for Nuclear Fueled Power Plants
Concerning Alternatives to Once-through Cooling at DCPP

X Adjourn Afternoon Meeting

Evening Session – 02/12/2014 – 5:30 P.M.

XI Reconvene for Evening Meeting



XII Committee Members’ Comments

XIII Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so
now. The public may comment on any matter listed on the Agenda at the time the matter is being
considered by the Committee. There will be a time limit of not more than five minutes for each
speaker. No action will be taken by the Committee on matters brought up under this item but they
may be referred to staff for further study, response or action.

XIV Information Items Before the Committee

A. Informational Presentations Requested by the Committee of PG&E Representatives

1. Presentation on the State of the Plant

2. Update on Recent Plant Performance and NRC Regulatory Issues

3. Report on Potential Implications of Accelerating the Movement of Spent Fuel from the
Spent Fuel Pools to the Independent Spent Fuel Storage Installation and Decreasing the
Final Inventory in the
Spent Fuel Pools

XV Adjourn Evening Meeting

Morning Session – 02/13/2014 – 8:00 A.M.

XVI Reconvene for Morning Meeting

XVII Committee Members’ Comments

XVIII Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so
now. The public may comment on any matter listed on the Agenda at the time the matter is being
considered by the Committee. There will be a time limit of not more than five minutes for each
speaker. No action will be taken by the Committee on matters brought up under this item but they
may be referred to staff for further study, response or action.

XIX Information Items Before the Committee (Cont’d)

4. Status of and Plans for Implementing the Personnel Seismic Safety Action Plan

5. Results of the 2013 Operating Plan and Key Elements of the 2014 Operating Plan

XX Concluding Remarks and Discussion by Committee Members of Future DCISC Activities

A. Future Actions by the Committee



B. Further Information to Obtain/Review

C. Scheduling of Future Site Visits, Study Sessions and Meetings

XXVI Adjournment of Seventy-second Public Meeting

The Committee’s policy is to schedule its public meetings in locations that are accessible to people with
disabilities. Devices for attendees who may be hearing impaired are available.
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24th Annual Report, Volume 2, Exhibit B7, Notice of Plant Tour and Public Meeting
on June 11–12, 2014

NOTICE IS HEREBY GIVEN that on June 11, 2014, at 8:00 A.M., the members of the Diablo
Canyon Independent Safety Committee (DCISC) will conduct an inspection tour of certain
accessible areas of the Diablo Canyon Power Plant (DCPP). This tour, which will take approximately
three and one half hours, was previously advertised to the public. Because the plant is an operating
nuclear power plant the number of participants was limited and space has been assigned on the
basis of prior reservation taken on a first-come, first-served basis, with priority given to those
persons who were not accommodated on recent DCISC inspection tours. Prior clearance of all
public attendees is required in compliance with rules of the U.S. Nuclear Regulatory Commission
(NRC).

In the alternative if security considerations preclude the public tour on June 11th, the DCISC may
convene an informal power point presentation and question and answer session at the Pacific Gas &
Electric Company (PG&E) Energy Education Center, 6588 Ontario Road, San Luis Obispo, California.

NOTICE IS HEREBY FURTHER GIVEN that on June 11–12, 2014, at the Avila Lighthouse Suites, located
at First and San Francisco Streets, Avila Beach, California and at 30 Acacia Avenue, Berkeley,
California, a public meeting and teleconference will be held by the DCISC in the Point San Luis
Conference Facility in four separate sessions, at the times indicated, to consider the following
matters:

1. Afternoon Session – (06/11/2014) – 1:30 P.M. Opening comments and remarks by Committee
members; receive public comments and communications to the Committee; reports from
consultants and legal counsel including receipt, approve and authorization of transmittal of
fact-finding reports to PG&E; report on DCISC attendance at recent meetings of the State
Water Resources Control Board’s Review Committee for Nuclear Fueled Power Plants and
discussion of DCISC review of the Bechtel Power Corporations Assessment concerning
alternatives to the existing once-through cooling system for DCPP; discussion of Committee
activities and site visits including scheduled of future fact-finding and public meetings; and
receive informational presentations requested by the Committee from PG&E on topics
relating to plant safety and operations including the status of the Licensing Basis Verification
Project; and a report on the status of the Fire Protection Program.

2. Evening Session – (06/11/2014) – 5:30 P.M. Committee member comments; receive public
comments and communications to the Committee; receive informational presentations
requested by the Committee from PG&E on topics relating to plant safety and operations,
including a presentation by PG&E on the state of the plant including the Containment Hatch
seismic issue, response to seal leakage from Reactor Coolant Pump 1–3, an update on the



Strategic Improvement Plan, and results achieved and performance during the eighteenth
refueling outage for Unit–1; and an update on recent plant performance and NRC regulatory
issues including NRC Performance Indictors, Reportable Events and Notices of Violation.

3. Morning Session – (06/12/2014) – 8:00 A.M. Comments by Committee members; receive public
comments and communications to the Committee; receive informational presentations
requested by the Committee from PG&E on topics relating to plant safety and operations,
including a presentation on the status of the Buried Tanks and Pipes Program; the status of
NRC Generic Safety Issue 191 re assessment of debris accumulation on pressurized water
reactor sump performance; an update on DCPP’s response to the NRC’s nd the industry’s
Fukushima Safety-improvement initiatives including the status of the FLEX initiatives; and a
presentation on the components and status of the Passport to Knowledge Program.

4. Afternoon Session – (06/12/2014) – 1:00 P.M. Comments by Committee members; receive
public comments and communications to the Committee; approve minutes of February 11–12,
2014 public meeting; approve PG&E supplemental response to Recommendation R13-2 from
the DCISC’s 23rd Annual Report on Safety of DCPP Operations; discussion of administrative
matters including an update on financial matters and activities during 2014; review of the
Open Items List; nomination and nomination and election of Chair and Vice Chair to serve for
the July 1, 2014 to June 30, 2015 term; review of documents received and Committee
correspondence; and wrap-up discussion by Committee members.

The DCISC’s policy is to schedule its public meetings in locations that are accessible to people with
disabilities. The Avila Lighthouse Suites Point San Luis Conference Facility and 40 Acacia Avenue are
wheelchair accessible facilities. A person who needs a disability-related accommodation or
modification in order to participate in the meeting may make a request by contacting the DCISC
office at (800) 439-4688 or by sending a written request to the DCISC office at 857 Cass Street, Ste.
D., Monterey, CA 93940. Providing your request at least five business days before the meeting will
help ensure availability of the requested accommodation.

The specific meeting agenda and the staff reports and materials regarding the above meeting
agenda items will be available for public review at the Reference Department of the Cal Poly Library
in San Luis Obispo. For further information, or if you plan to attend and need specialized
accommodations, please contact Robert Wellington, Committee Legal Counsel, 857 Cass Street,
Suite D, Monterey, California, 93940; telephone: 1-800-439-4688 or read the agenda on line by
visiting the Committee’s website a twww.dcisc.org.

Dated: June 1, 2014.
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24th Annual Report, Volume 2, Exhibit B8, DCISC Agenda for the June 11 – 12, 2014
Public Meeting

Committee Members:

Present:

Robert J. Budnitz

Peter Lam

Per F. Peterson (by teleconference)

Absent:

None:

Wednesday & Thursday, June 11–12, 2014
Point San Luis Conference Center, Avila Lighthouse Suites, First & San Francisco Streets, Avila
Beach, California
Public Teleconference Location: 40 Acacia Avenue, Berkeley, California

Public Tour – 06/11/2014 – 8:00 A.M.

Public Tour of Diablo Canyon Nuclear Power Plant to assemble at the PG&E Community Center
(Prior registration and security clearance required of all public participants.)

The Members of the Independent Safety Committee, accompanied by members of the
public, will conduct a tour of the Plant.

Following the tour, or in the alternative if the tour must be cancelled for any reason, the Committee
may convene an informal question and answer session at the PG&E Energy Education Center
(formerly the PG&E Community Center), 6588 Ontario Road, San Luis Obispo.

Public Meeting & Teleconference Agenda

Afternoon Session – 06/11/2014 – 1:30 P.M.

I Call To Order – Roll Call

II Introductions



III Committee Members’ Comments

IV Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so
now. The public may comment on any matter listed on the Agenda at the time the matter is being
considered by the Committee. There will be a time limit of not more than five minutes for each
speaker. No action will be taken by the Committee on matters brought up under this item but they
may be referred to staff for further study, response or action. (Please Note: (a) The Committee may
consider at any time requests to change the order of a listed agenda item; (b) Information distributed
to the Committee at a Public Meeting becomes part of the public record of the DCISC. A copy of
written material, pictures, etc. must be provided to the Committee’s Legal Counsel for this purpose.)

V Staff – Consultant Reports & Receive, Approve and Authorize Transmittal of Fact-finding
Reports to PG&E

A. David C. Linnen:
Fact-finding Topics; Report on and Approval of April 16–17, 2014 Fact Finding Report

B. Ferman Wardell:
Fact-finding Topics; Reports on and Approval of March 25–26 and May 21–22, 2014 Fact
Finding Reports,
Approval of Section on Load Follow Update from the December 10–11, 2013 Fact Finding
Report

C. Robert Rathie:
Administrative, Regulatory and Legal Matters

VI Discussion by the Committee

A. DCISC Attendance at Recent Meetings of the California State Water Resource Control Board’s
Review Committee for Nuclear Fueled Power Plants Concerning Alternatives to Once-
Through Cooling at DCPP, and discussion of a possible DCISC Review of the Bechtel Power
Corporation’s Independent Third Party Final Technologies Assessment for the Alternative
Cooling Technologies or Modifications to the Existing Once-Through Cooling System for the
Diablo Canyon Power Plant

B. Public Outreach, Site Visits and Other Committee Activities; Scheduling and Confirmation of
Future Fact-findings and Public Meetings

VII Information Items Before the Committee

A. Informational Presentations Requested by the Committee of PG&E Representatives

1. Status of the Licensing Basis Verification Project

2. Status of the Fire Protection Program



VIII Adjourn Afternoon Meeting

Evening Session – 06/11/2014 – 5:30 P.M.

IX Reconvene for Evening Meeting

X Committee Members’ Comments

XI Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so
now. The public may comment on any matter listed on the Agenda at the time the matter is being
considered by the Committee. There will be a time limit of not more than five minutes for each
speaker. No action will be taken by the Committee on matters brought up under this item but they
may be referred to staff for further study, response or action.

XII Information Items Before the Committee

3. Presentation on the State of the Plant: Key Events, Operational Status, and Other
Highlights Including Discussion of the Containment Hatch Issue, DCPP’s Determinations
Made and Actions Taken in Response to Seal Leakage from Reactor Coolant Pump 1-3,
Update on DCPP’s Strategic Performance Improvement Plan, and Results Achieved and
Outage Performance during Refueling Outage1R18 and any Lessons Learned

4. NRC Performance Indicators, Reportable Events, and
NRC Notices of Violation

XIII Adjourn Evening Meeting

Morning Session – 06/12/2014 – 8:00 A.M.

XIV Reconvene for Morning Meeting

XV Committee Members’ Comments

XVI Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so
now. The public may comment on any matter listed on the Agenda at the time the matter is being
considered by the Committee. There will be a time limit of not more than five minutes for each
speaker. No action will be taken by the Committee on matters brought up under this item but they
may be referred to staff for further study, response or action.

XVII Information Items Before the Committee (Cont’d)

5. Status of the Buried Tanks & Pipes Program

6. Status of NRC Generic Safety Issue 191– Assessment of Debris Accumulation on



Pressurized Water Reactor Sump Performance

7. Update on DCPP’s Response to NRC and Industry Fukushima Safety-improvement
Initiatives and Status of the FLEX Initiatives

8. Components & Status of the Passport to Knowledge Program

XVIII Adjourn Morning Meeting

Afternoon Session – 06/12/2014 – 1:00 P.M.

XIX Reconvene for Afternoon Meeting

XX Committee Members’ Comments

XXI Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so
now. The public may comment on any matter listed on the Agenda at the time the matter is being
considered by the Committee. There will be a time limit of not more than five minutes for each
speaker. No action will be taken by the Committee on matters brought up under this item but they
may be referred to staff for further study, response or action.

XXII Consent Agenda

Routine items which the Committee can approve with a single motion and vote. A member may
request that any item be placed on the regular agenda for separate consideration.

A. Minutes of February 11–12, 2014, Public Meeting: Approve

XXIII Actions Items

A. Approval of PG&E’s Supplemental Response to Recommendation R13-2 from the DCISC’s 23rd

Annual Report on the Safety of Diablo Canyon Operation – July 1, 2012 to June 30, 2013
Discussion/Action

B. Update on Financial Matters and Committee Activities during 2014 Discussion/Action

C. Discussion of Open Items List Discussion/Action

D. Nomination and Election of Chair and Vice Chair for the July 1, 2014 – June 30, 2015 Term
Discussion/Action

XXIV Documents Provided to the Committee

XXV Correspondence

XXVI Concluding Remarks & Discussion by Committee Members of Future DCISC Activities

A. Future Actions by the Committee



Committee Members:

Robert J. Budnitz

Peter Lam

Per F. Peterson

Wednesday & Thursday, June 5–6, 2013
Point San Luis Conference Center, Avila Lighthouse Suites, First & San Francisco Streets, Avila Beach,

California

Morning Session – 06/05/2013 – 8:30 A.M.

I Call To Order – Roll Call

II Introductions

III Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so now. The
public may comment on any matter listed on the Agenda at the time the matter is being considered by the

Committee. There will be a time limit of not more than five minutes for each speaker. No action will be taken by
the Committee on matters brought up under this item but they may be referred to staff for further study,

response or action. (Please Note: (a) The Committee may consider at any time requests to change the order of a
listed agenda item; (b) Information distributed to the Committee at a Public Meeting becomes part of the public

record of the DCISC. A copy of written material, pictures, etc. must be provided to the Committee’s Legal
Counsel for this purpose.)

IV Consent Agenda

Routine items which the Committee can approve with a single motion and vote. A member may request that
any item be placed on the regular agenda for separate consideration.

B. Further Information to Obtain/Review

XXVII Adjournment of Seventy-third Public Meeting

The DCISC’s policy is to schedule its public meetings in locations that are accessible to people
with disabilities. The Avila Lighthouse Suites Point San Luis Conference Facility and 40 Acacia
Avenue are wheelchair accessible facilities. A person who needs a disability-related accommodation
or modification in order to participate in the meeting may make a request by contacting the DCISC
office at (800) 439-4688 or by sending a written request to the DCISC office at 857 Cass Street, Ste.
D., Monterey, CA 93940. Providing your request at least five business days before the meeting will
help ensure availability of the requested accommodation.



A. Minutes of February 6–7, 2013, Meeting: Approve

V Action Items

A. Update on Financial Matters and Committee Activities during 2013: Discussion/Action

B. Discussion of Open Items List: Discussion/Action

C. Nomination and Election of Chair and Vice Chair for the July 1, 2013 – June 30, 2014 Term:
Discussion/Action

VI Committee Member Reports and Discussion

A. Public Outreach, Site Visits and Other Committee Activities; scheduling and confirmation of future fact-
findings and public meetings

B. Documents Provided to the Committee

VII Staff – Consultant Reports & Receive, Approve and Authorize Transmittal of Fact-finding
Reports to PG&E.

A. Ferman Wardell:
Fact-finding Topics; Report on and Approval of March 12–13 and April 9–10, 2013, Fact Finding Reports

B. David C. Linnen:
Fact-finding Topics; Report on and Approval of January 16–17, 2013, Fact Finding Report; Report on

May 7–8, 2013, Fact-finding

C. Robert Wellington:
Administrative, Regulatory and Legal Matters

VIII Correspondence

IX Adjourn Morning Meeting

Afternoon Session – 06/05/2013 – 1:30 P.M.

X Reconvene for Afternoon Meeting

XI Committee Members’ Comments

XII Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so now. The
public may comment on any matter listed on the Agenda at the time the matter is being considered by the

Committee. There will be a time limit of not more than five minutes for each speaker. No action will be taken by
the Committee on matters brought up under this item but they may be referred to staff for further study,

response or action.

XIII Information Items Before the Committee (Cont’d.)



A. Informational Presentations Requested by the Committee of PG&E Representatives

1. Quality Verification Organizations Perspective on Plant Performance, Top Issues, and the Quality
Performance Assessment Report

2. Project Update from the Seventeenth Refueling Outage for Unit–2

3. Results of the Seventeenth Refueling Outage for Unit–2

XIV Adjourn Afternoon Meeting

Evening Session – 06/05/2013 – 5:30 P.M.

XV Reconvene for Evening Meeting

XVI Committee Members’ Comments

XVII Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so now. The
public may comment on any matter listed on the Agenda at the time the matter is being considered by the

Committee. There will be a time limit of not more than five minutes for each speaker. No action will be taken by
the Committee on matters brought up under this item but they may be referred to staff for further study,

response or action.

XVIII Information Items Before the Committee (Cont’d)

4. Presentation on the State of the Plant including Key Events, Highlights and Station Activities

5. Review of NRC Performance Indicators, Licensee Event Reports, and NRC Notices of Violations

6. Status of Activities in the 2013 DCPP Operating Plan and Results to Date

XIX Adjourn Evening Meeting

Public Tour – 06/06/2013 – 8:00 A.M.

Public Tour of Diablo Canyon Nuclear Power Plant to assemble at the PG&E Community Center
(Prior registration and security clearance required of all public participants.)

The Members of the Independent Safety Committee, accompanied by members of the public,
will conduct a tour of the Plant.

Following the tour, or in the alternative if the tour must be cancelled for any reason, the Committee may
convene an informal question and answer session at the PG&E Energy Education Center (formerly the PG&E

Community Center), 6588 Ontario Road, San Luis Obispo.

Afternoon Session – 06/06/2013 – 1:00 P.M.

XX Reconvene for Afternoon Meeting



XXI Committee Members’ Comments

XXII Public Comments and Communications

Anyone wishing to address the Committee on matters not appearing on the Agenda may do so now. The
public may comment on any matter listed on the Agenda at the time the matter is being considered by the

Committee. There will be a time limit of not more than five minutes for each speaker. No action will be taken by
the Committee on matters brought up under this item but they may be referred to staff for further study,

response or action.

XXIII Information Items Before the Committee (Cont’d)

7. Status of the Control Room Ventilation System

8. Presentation and Assessment of Activities Directed at Achieving High Levels of Human
Performance

XXIV Concluding Remarks and Discussion by Committee Members of Future DCISC Activities

A. Future Actions by the Committee

B. Further Information to Obtain/Review

C. Scheduling of Future Site Visits, Study Sessions and Meetings

XXV Adjournment of Sixty-ninth Public Meeting

The Committee’s policy is to schedule its public meetings in locations that are accessible to people with
disabilities. Devices for attendees who may be hearing impaired are available.
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24th Annual Report, Volume 2, Exhibit B10, Mailing List

The DCISC sends legal notices of meetings and press releases with the informational items for
discussion at its public meetings to those persons who have requested same and to governmental
entities, interested groups and to the news media. This exhibit includes a list of the governmental
and public entities, interested groups and the news media outlets who regularly receive information
regarding the DCISC‘s public meetings.

Mayor and City Council
City of Morro Bay
595 Harbor
Morro Bay CA 93442

Mayor and City Council
City of San Luis Obispo
990 Palm St
San Luis Obispo CA
93406-0321

Congressman Sam Farr
17th District CAlifornia
100 West AlisaI Street
Salinas CA 93901

Mayor and City Council
City of Atascadero
6500 Palma
Atascadero CA 93442

Reference Dept.
R.E. Kennedy Library
Cal Poly State Univ.
San Luis Obispo,CA
93407

Redwood Alliance
P. 0. Box 293
Arcata CA 95521

News Dept
DCPP
P.O. Box 56
Avila Beach CA 93424

Editor
Santa Barbara News
Press
Drawer NN
Santa Barbara CA 93102

Editor
Santa Maria Times
P. 0. Box 400
Santa Maria CA 93456

Editor
Santa Ynez Valley News
P. 0. Box 647
Solvang CA 93463

Mayor and City Council
City of Paso Robles
1000 Spring Street
Paso Robles CA 93446

Office of the Governor
State of California
State Capitol Bldg. First
Floor
Sacramento CA 95814

Mr. Vince Morici
Office of Erner. Ser.
County Govt Ctr, Rm 370
San Luis Obispo,CA
93408

Mayor and City Council
City of GROVER BEACH
154 South Eighth Street
Grover Beach CA 93433

Abalone Alliance
2940-16th St Rm 310
San Francisco CA 94103

C.J. Warner, Esq.
Pacific Gas & Electric
Post Office Box 7442
San Francisco CA 94177

Editor
Atascadero News
P. 0. Box 6068
Atascadero CA 93423

News Editor
Bay City News Service
1390 Market St Ste 324
San Francisco CA 94102

Rochelle Becker
Alliance for Nuclear

Editor
The CAMBRIAN

Mayor and City Council
City of Pismo Beach



Responsibility
P. 0. Box 1328
San Luis Obispo CA
93406-1328

783 Main St
Cambria CA 93428

760 Mattie Road
Pismo Beach CA 93449-
2056

Chairman – Board of
Supervisors
San Luis Obispo COUNTY
Rm 270, Cnty Govt Ctr
San Luis Obispo,CA
93408

Mayor and City Council
City of Arroyo Grande
300 East Branch
Arroyo Grande CA
93420

Thomas Hipschman
NRC Sr. Resident
Inspector
Diablo Canyon Resident
Office
Mail Stop 104/5/538
P. 0. Box 56
Avila Beach CA 93424-
0056

Rochelle Becker
Mothers for Peace
1037 Ritchie
Grover City CA 93433

L.Siegel, Science Writer
The Associated Press
221 So. Figueroa, #300
Los Angeles CA 90012-
2501

Editor
The Daily Press
P. 0. Box 427
Paso Robles CA 93466

Editor
Five Cities Times-Press
P. 0. Box 460
Arroyo Grande CA 93420

John L. Geesman, Esq.
Dickson Geesman LLP
1999 Harrison St Ste.
2000
Oakland CA 94612

Editor
Los Angeles Times
Time Mirror Square
Los Angeles CA 90053

Martin A . Mattes, Esq.
Nossaman, Guthner et al.
50 California Street
San Francisco CA 94111

Editor
CITY News Service
11400 W. Olympic Blvd
Suite 780
Los Angeles CA 90064

AGP Video
Attn: Ms. Nancy Castle
1600 Preston Lane
Morro Bay CA 93442

News Director
KOTR Radio
396 Buckley Rd #2
San Luis Obispo CA
93401-8129

News Director
KPRL Radio
P. 0. Box 7
Paso Robles CA 93446

Editor
The Tribune
3825 S. Higuera Street
San Luis Obispo CA
93406

Editor
Mustang Daily
Cal Poly Graphic Arts
226 San Luis Obispo CA
93407

Editor
Country News
P. 0. Box 427
Paso Robles CA 93447-
0427

News Director
KTMS Radio 414 E. Cota
St
Santa Barbara CA 93101-
1624

News Director
KCPR Radio
Cal Poly Journalism
Dept.
San Luis Obispo,CA

News Director
KSLY Radio
P. 0. Box 1400
San Luis Obispo,CA
93405

News Editor
Copley News Service
350 Camino de la Reina
San Diego CA 92108-
3003



93407

Kevin Barker
Executive Office CEC
1516 – Ninth Street –
MS39
Sacramento CA 95814

News Director
KCBX Radio
4100 Vachel! Lane
San Luis Obispo CA
93401

News Director
KIQO Radio
P. 0. Box 6028
Atascadero CA 93423

News Director
15 Television
615 Tank Farm Rd.
San Luis Obispo, CA
94301- 7002

Nick Welsh
Santa Barbara
Independent
122 W. Figueroa
Santa Barbara, CA 93101

News Director
KCOY Television
1211 W. McCoy Lane
Santa Maria, CA 93455

Editor
The HERALD
P. 0. Box 271
Monterey CA 93942

Bruce Buel
Los Osos Community
Serv District
P.O. Box 6064
Los Osos CA 93412

Mr. Klaus Schumann
San Luis Obispo Green
Party
26 Hillcrest Drive
Paso Robles CA 93446

News Director
KEYT Television
P. 0. Drawer X
Santa Barbara CA 93102

Mr. Truman Burns
Calif. Pub. Utilities
Comm/ORA
505 Van Ness Ave . Rm
4102
San Francisco CA 94102

Kevin Bommarito
Office of Sen. William
W. Manning
1026 Palm Street, Suite
201
San Luis Obispo CA
93401

Mr. Robert Kinosian
Calif. Pub. Utilities
Comm/ORA
505 Van Ness Ave. Rm
4205
San Francisco CA 94102

CPUC, Energy Division
ATTN: Maria Salinas
505 Van Ness Ave 4th
Floor
San Francisco CA 94102-
3298

122 W. Figueroa
1211 W. McCoy Lane
San Luis Obispo CA
94301- 7002
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24th Annual Report, Volume 2, Exhibit Bi, Notice of Public Teleconference Meeting

NOTICE IS HEREBY GIVEN that on September 4, 2013, at the Hotel Durant, in the Board Room
meeting facility, located at 2600 Durant Avenue, Berkeley, CA and at 1701 Rockville Pike, Rockville,
MD a public meeting and teleconference will be held by the Diablo Canyon Independent Safety
Committee (DCISC) under the provisions of the Bagley-Keene Open Meeting Act (Govt. Code §§11120
et seq.) a single session, at the time indicated, to consider the following matter:

1. Afternoon Session (09/04/2013) – 1:00 P.M. PDT Committee member comments;
consideration of approval of a draft report on the DCISC’s review of Bechtel Power
Corporation’s Report on Alternative Cooling Technologies or Modifications to the Existing
Once-Through Cooling System for the Diablo Canyon Power Plant prepared for the California
State Water Resources Control Board Nuclear Review Committee, receive public comments
and communications to the Committee; and wrap-up discussion by Committee members.

Members of the public are welcome to attend the meeting at the Berkeley, CA location in person or
members of the public may participate in the meeting by teleconference by calling 1-800-309-2350
and entering the conference identification number 439-4688. Access will be afforded to the audio
portion of this public teleconference at the locations specified above and the audio portion of the
teleconference will be recorded.

The DCISC’s policy is to schedule its public meetings in locations that are accessible to people with
disabilities. The Avila Lighthouse Suites Point San Luis Conference Facility and 40 Acacia Avenue are
wheelchair accessible facilities. A person who needs a disability-related accommodation or
modification in order to participate in the meeting may make a request by contacting the DCISC
office at (800) 439-4688 or by sending a written request to the DCISC office at 857 Cass Street, Ste.
D., Monterey, CA 93940. Providing your request at least five business days before the meeting will
help ensure availability of the requested accommodation.

The specific meeting agenda and the staff reports and materials regarding the above meeting
agenda items will be available for public review at the Reference Department of the Cal Poly Library
in San Luis Obispo. For further information, or if you plan to attend and need specialized
accommodations, please contact Robert Wellington, Committee Legal Counsel, 857 Cass Street,
Suite D, Monterey, California, 93940; telephone: 1-800-439-4688 or read the agenda on line by
visiting the Committee’s website a twww.dcisc.org.

Posted and Dated: August 25, 2013.
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24th Annual Report, Volume 2, Exhibit D.1, Diablo Canyon Independent Safety Committee
Report on Fact Finding Meeting at DCPP on June 26–27, 2013 by Robert J. Budnitz, Member,
and R. Ferman Wardell, Consultant

1.0 Summary

The results of the June 26–27, 2013 fact-finding trip to the Diablo Canyon Power Plant in Avila Beach, CA are
presented. The subjects addressed and summarized in Section 3 are as follows:

1. Large Electric Motors Program Update

2. Process Control System Operational Status

3. Process Control System and Design Quality

4. Containment Spray System

5. Refueling Equipment Reliability

6. Quality Assurance Audit Schedule

7. Low Temperature Overpressure Protection System License Event Report

8. Probabilistic Risk Assessment Update

9. Air Operated Valve Program Update

10. Outage 2R17 Readiness for Restart Experience

11. Meeting with NRC Senior Resident Inspector

12. DCISC Member Meeting with Site Vice-President

13. Outage 2R17 Intake Concrete Work

3.0 Discussion

3.1 Large Electric Motors Program Update

The DCISC Fact-finding Team (FFT) met with Sam Waters, Large Motor Program Engineer, for an update on
the DCPP Large Motor Program. The DCISC last reviewed this program in September 2005 (Reference 6.1), when
it concluded the following:

The Large Motor Program, designed to assure large electric motors are properly maintained or replaced
to assure high reliability, appears to be comprehensive and to be based on sound data and experience.
The program is in good health, and the Component Engineer-Motors in charge of the program appears
knowledgeable and dedicated to running an effective program.

The Fact-finding Team reviewed the Large Motors Program Health Report and the Large Motor Rewind Strategy.
Large motors include those powered by 4kV, 12kV, and larger and motors 250 horsepower and larger. Program
health was rated as Yellow for both units due to the following:

The new Program Owner was not yet fully qualified (White)



A long range plan has not yet been completed (Red)

Life Cycle Plan not current (White)

Motors are aging/degrading and needing rewinding or replacement (e.g., Containment Fan Cooler Unit fan
motors, the single spare Auxiliary Saltwater Pump Motor needs rewinding, Reactor Coolant Pump and
Condensate Booster Pump motors need rewinding, and a Residual Heat Removal Pump motor is leaking
oil.)

The following plans are in effect for improving program health:

Road from Yellow to White Health (forecast: fourth quarter 2013)

Complete program owner qualifications

Update long range plan to rewind large motors

Road from White to Green (forecast: first quarter 2014)

Fix Residual Heat Removal Pump leak

Long range plan funded by Plant Review Committee

Rewind spare Auxiliary Saltwater Pump motor

The Large Motor Rewind Strategy included the following attributes:

Rewind ranking by functional importance/duty cycle/service condition

Rewind priority:

1. Reactor Coolant Pumps

2. Auxiliary Saltwater Pumps

3. Containment Fan Cooler Fans

4. Component Cooling Water Pumps

5. Condensate Booster Pumps

Spare Motors Needed

Reactor Coolant Pump (motor, stator, flywheel, etc.)

Component Cooling Water Pump for Unit 2

The Program Health Report included a detailed schedule through 2020 for individual motor preventive
maintenance and rewinding. The Program Engineer will take the new Rewind Strategy to the next Plant Health
Committee for approval and then to the Project Review Committee for funding approval.

The DCISC Fact-finding Team concluded that these actions and plans appeared satisfactory to achieve Green
program health.

Conclusion:

The DCPP Large Electric Motor Program health was rated Yellow, and the Program Owner has
developed plans to return health to White by the third quarter of 2013 and to Green in the first
quarter of 2014. These plans appeared satisfactory, and the Program Engineer appeared



knowledgeable and pro-active.

Recommendations:

None

3.2 Process Control System Operational Status

The DCISC Fact-finding Team met with Chance Siri, Instrumentation and Controls Engineer and Component
Engineer for the Process Control System (PCS), and Bill Brown, Senior Engineer and Acting Supervisor of the
Digital Systems Engineering Group, to review the operational status of the PCS. The DCISC last reviewed this topic
at the DCISC June 5-6, 2013 Public Meeting (Reference 6.2), which was two weeks before this fact-finding
meeting.

The PCS is considered part of the “brains” of the plant because it measures and controls most of the key process
parameters (e.g., pressure, temperature, level, etc.) of the Reactor Coolant System (RCS) and Secondary Systems
such as the following:

Pressurizer Level & Pressure

Control Rod Speed and Direction

Charging Flow

Volume Control Tank Level

Auxiliary Feedwater Runout Protection and Level

Letdown Heat Exchanger Outlet Temperature

Steam Dump Valves

The PCS also provides input signals to the Main Annunciator System, Plant Process Computer, and Hot Shutdown
Panel. It consists of hundreds of instrument loops.

A related but independent system, the Process Protection System (Eagle 21), also called the Solid State Protection
System (SSPS), monitors RCS parameters and protects the RCS, if parameters are out of preset limits, by shutting
down the reactor and activating shutdown cooling.

The PCS originally consisted of analog controls. Because of system aging, component obsolescence, and
calibration difficulties, DCPP replaced the PCS in Unit 1 in Refueling Outage 1R17 (May 2012) and in Unit 2 in
Refueling Outage 2R17 (March 2013). The Unit 1 installation had unanticipated problems which caused the work to
exceed the originally scheduled installation time (see Section 3.3 below), but ultimately satisfactory, and the Unit
2 installation went smoothly due to lessons learned during the Unit 1 installation. The system was extensively
tested with pre-installation factory acceptance tests, supplemental factory acceptance tests, plant acceptance
tests, post-modification testing, and loop testing. All test results were satisfactory.

The replacement enhanced the interface with other DCPP digital upgrades, namely:

Main Turbine Control System

Digital Feedwater Control System

Instrument Rack

Auxiliary and Fuel Building HVAC systems



DCPP reported that the PCS has operated better than expected since replacement in the following ways:

Control and monitoring systems operating with no issues

Decreases the required maintenance

Responds better than the simulated response

Provides operators with more information for monitoring and controlling the plant

The primary PCS equipment made by Triconix has been installed and operated in many nuclear and non-nuclear
facilities world-wide for many years without any failures. Since installation, DCPP determined that the grounding
design it used was inferior to that recommended by Triconix, and, to address possible vulnerabilities, will revise
the grounding. DCPP currently has a temporary grounding modification on Unit 1 PCS.

The Plant Simulator was modified prior to Outage 1R17 (May 2012) to allow operators to train on the new system.

To address cyber security, the PCS data output goes through a port aggregator, which allows only one-way
communication, i.e., no incoming malicious signals are permitted entry. The NRC has approved this arrangement.
The PCS equipment is located in a Vital Area with locked doors and tamper alarms. The SSPS, which performs
basic plant protection and safety functions, is likewise independent of the PCS, providing an additional layer of
cyber security.

Conclusion:

DCPP’s replacement of its aging analog Process Control System with a digital one is a significant
upgrade to the operation of the plant. The system has performed better than expected and has
had no significant issues.

Recommendations:

None

3.3 Process Control System and Design Quality

The DCISC Fact-finding team met with Mike Windsor, Project Engineering Manager, to discuss DCPP design
quality. The DCISC last reviewed design quality in December 2012 (Reference 6.3), when it concluded the
following:

DCPP design quality suffered during Outage 1R17 with three significant error-laden modifications. DCPP
initiated both a self-assessment of the modifications and a Root Cause Evaluation (RCE) of the most
significant one, the Unit 1 7100 Process Control Replacement Project. The investigations appeared
extensive and penetrating, yielding significant corrective actions to strengthen their design process. The
corrective actions appeared satisfactory to prevent similar problems. The DCISC should follow up upon
completion of the corrective actions and following Outage 1R18 when the DCPP effectiveness evaluation
will be made.

The Design Quality issue is about erroneous designs released for construction. During Refueling Outage 1R17,
there were major modification designs released for implementation which had errors. The reason for the error
determination was the large number of Field Changes required for the modifications to be implemented. Three
design packages were issued incomplete (“managed exceptions”) due to vendor issues and late scope additions,
counting on the Field Change Process (FCP) to add information to complete the packages; however, the FCP did
not include the same discipline and rigor as the full Design Change Process (DCP). Approximately one-third of the



FCs were required due to design errors. Adding to the problem was the fact that each of these designs was begun
late and performed on a compressed time schedule. The most significant modifications were:

Polar Crane Upgrade Modifications

Acid/Caustic Replacement Skid Replacement

Plant Process Control System 7100 Upgrade

DCPP had investigated the design quality problems and developed a plan of corrective action, which included, in
addition to tighter controls of Field Changes, improved project communications, augmented pre-release design
reviews, and additional training of engineers on the design change process. A Root Cause Evaluation (RCE)
identified the root cause as “ . . . the organization failing to recognize the risk and complexity of this first-time
PCS project, and therefore not assuring that an adequate organizational structure and project oversight were in
place (i.e., did not designate it as a strategic project or Engineering major project). This ultimately created an
environment that promulgated a human error-likely environment.” More specifically, the RCE team determined
that the environment consisted of poor communication, lack of engineering leadership, too much reliance on
vendor designs, time pressure, and distractions.

Seven Corrective Actions to Prevent Recurrence (CAPRs) were as follows:

Root Cause CAPR:

1. Provide better guidance to the Project Review Committee for highlighting significant, first-time, complex,
high-risk projects (addresses root cause)

Contributing Cause CAPRs:

2. Provide tighter review and control of vendor/contractor designs

3. Provide improved documentation of vendor reviews and checklists

4. Add requirements to more effectively address whether vendor and DCPP designs are in compliance with
DCPP licensing and design bases

5. Update the pre-job checklist to better characterize and utilize Technical Human Performance Error
Reduction Tools

6. Reinforce management expectations for use of human performance tools

7. Review Outage 1R18 designs for applicability to the above new criteria

Mr. Windsor reported that all corrective actions had been completed and that effectiveness reviews were
currently being performed. DCPP is performing an effectiveness evaluation of the RCE and its CAPRs by means of
its current Design Change Program (DCP) Metric in its monthly Plant Performance Improvement Report (PPIR).
Inputs to this metric are the graded quality of Revision 0 (original) design issues, number and causes of in-process
field changes, and the final post-installation design grade (Revision Z). DCPP characterizes the current Composite
Design Quality Metric as White, which it has been for the past three months, improving from Yellow in March
2013. The effectiveness of the CAPRs in this RCE will not be fully realized until the conclusion of Outage 1R18. The
DCISC should follow up at the completion of the CAPRs and following the effectiveness evaluation after Outage
1R18 (February-March 2014).

The Design Change Program Metric Chart showed improvement in each of the following parameters:



Field Changes (Green)

Post Rev. 0 (Green)

Rev. Z (Red)

Composite (White)

The Rev. Z metric is a measure of the quality of the final, released designs; it’s the Design Quality. It is the result of
scores obtained at each project’s post-implementation meeting. Design Quality (blue line in the chart) was Red
due to low scores incurred on seven of 29 projects. Of the 29 projects, one was Red, two were Yellow, and four
were White.

The Fact-finding team received and reviewed CF3.ID9, “Design Change Development,” Revision 43, January 28,
2013 and TS5.DC1, “Engineering Programs,” Revision 5A (no date). Both procedures appeared satisfactory to
assure quality designs.

Conclusions:

DCPP Design Quality Metrics are improving with an overall rating of White (acceptable), but the
Design Quality Metric itself remains Red (unacceptable), although it is showing an improving
trend. The DCISC should review Design Quality again following Refueling Outage 1R18 in March
2014.

Recommendations:

None

3.4 Containment Spray System

The DCISC Fact-finding team met with Jaime Salazar, Containment Spray (CS) System Engineer, to review the
status of the system. The DCISC has not reviewed the Containment Spray System recently.

CS is a system that sprays water into Containment from up near the dome for the following reasons:

1. Remove heat from the Containment atmosphere following a Loss of Coolant Accident (LOCA) or Main
Steam Line Break (MSLB)

2. Remove fission products from the Containment atmosphere following a LOCA

3. Deliver sufficient sodium hydroxide solution to ensure a proper Containment sump pH and to assure that
iodine remains in water soluble rather than gaseous forms during the progression of certain accidents

The safety-related CS System consists of the following components:



Two full capacity Containment Spray Pumps

One Spray Additive Tank

Spray Ring Headers and Nozzles high inside Containment

Piping and valves interconnecting the above equipment

The following is a simplified diagram of the CS System for a single unit:

The Containment Spray Pumps take suction from the Refueling Water Storage Tank. The pumps and associated
closed valves actuate on a Containment high-pressure signal, and spray water into the Containment atmosphere
following an accident to remove heat to prevent Containment overpressure and to remove fission products.
When the Refueling Water Storage Tank is empty, the CS System shuts down and the plant uses the Residual Heat
Removal Pumps to recirculate water from the Containment Sump into the spray headers.

The Fact-finding Team received and discussed with the System Engineer the system health reports: system health
is Green for both units. There are no major issues for the system; however, the System Engineer is working on one
modification and one repair as follows:

Adding a low-low level alarm on the Spray Addition Tank to permit operators to know when to isolate the
tank before air can be sucked into the system.

Valve 8984B, isolation valve for the Spray Additive Tank, has a minor leak, which can only be repaired in a
refueling outage. There is also some corrosion downstream of the valve.



The spray pumps are tested during each refueling outage (approximately every 18-21 months), although water is
not actually sprayed into the Containment via the nozzles during these tests. The spray header and nozzles are
tested every ten years using air. The most recent air test was during Refueling Outage 2R17 in March 2013. The
test was satisfactory.

Conclusion:

The DCPP Containment Spray System health is Green (good), and the System Engineer appeared
knowledgeable and pro-active about his system.

Recommendations:

None

3.5 Refueling Equipment Reliability

The DCISC Fact-finding Team met with Dan Hardesty, Refueling System Engineer, to discuss the reliability of
the DCPP Refueling Equipment. The DCISC last reviewed this topic in November 2008 (Reference 6.4) when it
concluded the following:

The DCPP Fuel Handling Systems are fully operational but rated Yellow (unacceptable) in System Health
due to old and obsolescent equipment in the Spent Fuel Bridge Crane Controls and Manipulator Crane
Drive System. Plans have been proposed to replace these components to return the systems to Green
health in 2009 and 2010. The DCISC believes that the DCPP I&C Long-Term Obsolescence Program would
be an effective process for replacing the Fuel Handling System components.

The Fuel Handling System provides a means of handling and transporting nuclear fuel through the following
steps:

Receipt, inspection, and storage of new fuel assemblies (FAs)

Refueling process

Temporary storage in the Spent Fuel Pool (SFP)

Final disposition of being sent to the Independent Spent Fuel Storage Installation (ISFSI) or offsite

The FHS components are separate for each nuclear unit within Containment and shared in the Fuel Handling
Building (FHB), which houses the SFPs. The system consists of the following major subsystems and equipment:

Fuel Handling Building (FHB) Crane – assists in fuel handling activities

Moveable Walls in FHB – allows set-up of various size ventilation areas in FHB

Spent Fuel Pool (SFP) Bridge Crane – with two hoists the crane moves items (e.g., fuel assemblies, rod
control assemblies, miscellaneous components, etc.) in the FHB

New Fuel Storage Racks – stores up to 35 new FAs (and inserts) in air in a vault with sufficient separation to
prevent criticality

Spent Fuel Storage Racks – underwater racks in three regions (Region 1 with Boraflex, Region 2, and
Temporary Cask Pit Storage Racks) for storage in up to 1478 spaces; however, Technical Specification limits
usage to 1433. The cask pit racks were removed when spent fuel began being transferred to the ISFSI.

Fuel Handling Tools – tools to grip and move new and spent FAs and Rod Control Cluster Assemblies
(RCCAs)



New Fuel Elevator – a device in the SFP to lower new FAs into the pool and to hold spent FAs for inspection
or repair

Fuel Transfer System – components to transfer of fuel between the SFP and Containment. Consists of the
SFP Fuel Transfer Canal (with gate valve and flange), Fuel Transfer Tube, Containment Refueling Canal, FA
Container, Fuel Conveyor and Transfer Cart, Containment and SFP Upenders

Containment Manipulator Crane – moves FAs for core defuel and refuel, operate refueling tools, and
provide two hoists for other refueling activities

Reactor Vessel Cavity Seal – provides a watertight seal between the reactor vessel and reactor cavity so the
cavity may be flooded for refueling operations

Temporary Reactor Head – allows draining the RCS without draining the refueling canal

Refueling Canal Flushing Valve – provides a connection for removing activity and sediment from cavity
decontamination water

There have been recurring problems with the equipment since Outage 2R14, including several during Outage 2R17.
An Apparent Cause Evaluation (ACE) was initiated in March 2013 to address the problems until major
modifications are begun in Outage 1R19. The apparent cause was identified as “ . . . age-related degradation of
Spent Fuel Pool bridge crane controllers exacerbated by limited margin of the current 24-Volt control systems.”
The three 2R17 events all involved contacts in the 24 Volt systems, which have little margin for degraded (dirty)
contacts. Other failures were due to lack of or inadequate regular inspections, maintenance (cleaning) or
replacement and due to lack of a thorough understanding by operators of the infrequently used system. These
problems did not adversely affect nuclear safety but mostly contributed to delays in fuel movement.

The following corrective actions were specified:

Replace the contacts in each unit’s Spent Fuel Pool Bridge

Revise Preventive Maintenance to better maintain components

Enhance periodic testing to check the functioning of the interlock position switches

Revise operator pre-job briefs to reinforce awareness of the unique design functions for fuel handling
personnel, engineers, and operators

The DCISC Fact-finding Team received and reviewed the Fuel Handling System health reports. Unit 1 was rated
White (acceptable), and Unit 2 was rated Yellow (operable but unacceptable). The main issues driving system
health are replacement parts unavailability and obsolescence.

System performance was good in Unit 1 during Outage 1R17: core offload was two hours behind schedule, and
reload was four hours ahead of schedule. For Unit 2 during 2R17, core offload was 37 hours behind schedule and
reload was six hours ahead of schedule. The systems are expected to return to Green when the long-term
upgrades are implemented and spare parts are available. The current schedule to implement the long-term
solution was as follows:

Item Unit1 Unit 2

Spent Fuel Pool Cranes Mid-2015 Late-2015

Fuel Transfer System Outage 1R20
(May 2017)

Outage 2R20
(February 2018)

Manipulator Cranes Outage 1R21
(February 2019)

Outage 2R20
(February 2018)



The upgrade is expected to save six to nine hours in fuel movement time.

Additionally, the Unit 1 mechanical Rod Cluster Control Assembly (RCCA) Change Tool is not working properly, and
a repair or new one is needed in time for Outage 1R18. The work has been approved and budgeted.

Conclusions:

The DCPP Fuel Handling System has been problematic since Refueling Outage 2R14, and caused
significant delays in Outage 2R17 fuel movement but no nuclear safety concerns. The problems
are mostly due to age-related issues and lack of adequate inspection, maintenance, and
component replacement, especially electrical contacts, of the infrequently used system.
Through an Apparent Cause Evaluation, DCPP identified corrective actions to bridge the gap
between Refueling Outages 2R17 and 1R19, when major modifications to the system will begin.
The interim corrective actions appeared satisfactory.

Recommendations:

None

3.6 Quality Assurance Audits

The DCISC Fact-finding Team met with Gloria Lautt, Quality Verification (QV) Supervisor, for an update on
Quality Assurance (QA, a subset of QV) audits and the DCPP QA Audit Program. The DCISC last reviewed QA audits
in December 2008 Reference 6.5), when it concluded the following:

It appears that the self-assessment and the NIEP audit were well conducted and identified one significant
deficiency and many other deficiencies that require action to resolve these problems. All of these
deficiencies and recommendations need to be addressed and corrected in a timely manner for the QV
organization to perform its requirements as committed in the FSAR Chapter 17.18. Weaknesses in the
Independent Review Program were also identified in the 2006 NIEP audit, but the corrective actions
taken were not fully effective. DCISC should follow up with the corrective actions taken by the QV
Department to resolve these deficiencies at future Fact Finding Meetings.

The DCISC Fact-finding Team received and reviewed DCPP Procedure OM4.ID13, “Nuclear Power Generation
Internal Auditing,” Revision 20, June 6, 2013, which provides the instructions for planning, scheduling, reporting,
and follow-up of internal audits performed by the quality organization as required by Chapter 17, Quality
Assurance, of the Final Safety Analysis Report Update (FSARU). The audits are performed to:

Provide an objective evaluation of compliance with established requirements, methods and procedures

Assess progress in assigned tasks

Determine adequacy of quality assurance program performance

Verify implementation of recommended corrective actions

The Quality Supervisor is responsible for preparing, approving, and maintaining the internal audit schedule to
meet the frequency established in the FSARU. The Quality Supervisor reports to the Quality Verification
Department Director, who reports directly to the Chief Nuclear Officer. This provides an organizationally
independent reporting line for quality activities. Quality auditors and lead auditors must be qualified per DCPP
Procedure TQ1.NQ1, “Auditor Qualification and Certification.” Audit teams typically have a lead auditor, internal
peer evaluator, external peer evaluator, and technical specialists with experience and/or training in the area being



audited. Audits have the following components:

Written audit scope

Written audit plan

Audit team orientation

Pre-audit conference with management of area being audited

The audit itself

Audit report

Post-audit conference with management of area being audited

Audit findings are documented in the DCPP Corrective Action Program (CAP). The audited organization must
respond to findings within 30 days, documenting its responses or actions in the CAP. The audit team and Quality
Verification management determine the adequacy of the response. The audit team performs follow up and
adequacy of corrective actions. Audit issues or corrective action inadequacies may be escalated if significant.
There is a three-level escalation process going as high as the Chief Nuclear Officer.

The DCISC Fact-finding Team concluded that the audit procedure was satisfactory.

The DCPP audit areas to be begun for the remainder of 2013 and 2014 are as follows:

2013

Design Program Corrective Action Effectiveness

Fire Protection

Applied Technical Services

Technical Specifications & Testing

Fuel Management

Security

Corrective Action Program

2014

Engineering & Maintenance Rule

Emergency Preparedness

Radiation Protection

Operations Activities

Procurement

QA Programs

Accredited Training

Geosciences

Security procedure non-adherence had been escalated to the second level, but is now closed due to QV receiving
the required response and development of an aggressive action plan. This was the only escalated item.



The top three QV concerns are as follows according to Ms. Lautt:

1. Troubleshooting – management oversight was less than effective to assure all aspects of troubleshooting
processes were satisfied during three troubleshooting activities.

2. Human Performance (HP) – a finding on HP was issued in a January 2013 audit primarily in Electrical
Maintenance, and a Station Human Performance Strategy Plan has been developed to “Coordinate
strategies and corrective actions to improve and sustain human performance.” The Department-level event
rate shows improved performance and is meeting the 2013 goal. The station has a focus on use of error
prevention tools.

3. Design Quality – Outage 1R17 was impacted by several large projects with design problems; however,
Outage 2R17 was not impacted because improved milestone reporting and lessons-learned from 1R17
contributed to improved performance. A similar outcome is expected for Outage 1R18.

In addition to audits DCPP uses assessments and self-assessments to determine how well the station is meeting
its programmatic and technical requirements. These assessments are generally more limited in scope and do not
delve as deeply as audits.

Conclusions:

DCPP’s Quality Assurance Audit Program appears satisfactory, and the Quality Verification
Department appears to be effective in identifying quality problems and getting action to resolve
them.

Recommendations:

None

3.7 Low Temperature Overpressure Protection System License Event Report

The DCISC Fact-finding Team met with Tom Baldwin, Manager of Regulatory Services, to review an event on
the DCPP Low Temperature Overpressure Protection System (LTOP). This is the first review the DCISC has made
of this event and this issue.

As the reactor is being shut down and the reactor vessel temperature is being reduced, there is a danger to the
vessel if the pressure remains higher than a certain threshold. This is because below a certain temperature known
as the nil ductility temperature the vessel becomes less ductile and thus is more vulnerable to cracking, but if the
pressure is sufficiently low this risk is eliminated. The purpose of the LTOP is to maintain reactor coolant pressure
below the technical specification limit as the reactor temperature is being reduced as the reactor is being shut
down. To accomplish this, the LTOP activates at a specified temperature to provide pressure relief with a power-
operated relief valve in case of rising pressure, which would be caused by high head pumps that are installed to
inject water into the system under a variety of conditions. DCPP has three high-head pumps for this purpose.
Originally two were centrifugal charging pumps (CCPs) and the third was a positive displacement pump (PDP). In
2006-7 DCPP replaced the PDP with a CCP.

DCPP Technical Specifications (TS) require LTOP to be operable at and below a specified temperature and also
require that no more than one Centrifugal Charging Pump (CCP) be capable of injecting into the RCS when LTOP is
activated. DCPP actually had two CCPs capable of injection into the RCS under certain conditions.

In January 2013 the NRC issued an interpretation of this TS for the Wolf Creek Nuclear Station, which had replaced
its PDP like DCPP. The interpretation meant that Wolf Creek and DCPP were technically out of compliance with



the TS, though they met the intent. When discovered, DCPP immediately issued a procedure change to ensure TS
compliance. It also submitted on April 4, 2013 Licensee Event Report 05000-275, “Noncompliance with TS 3.4.12,
‘Low Temperature Overpressure Protection System due to Human Error.” Corrective actions included revising the
affected procedure, revising the current licensing basis determination procedure, and providing a lessons-learned
discussion to the staff.

The corrective actions appeared satisfactory to the DCISC Fact-finding Team.

Conclusions:

DCPP acted promptly with corrective actions and submitted a Licensee Event Report when it
discovered Technical Specification non-compliance on the Low Temperature Overpressure
Protection System. The corrective actions appeared satisfactory.

Recommendations:

None

3.8 Probabilistic Risk Assessment (PRA) Update

The Fact-finding Team met with Rasool Baradaran, Supervisor, PRA/Appendix R, to discuss the current status
of the DCPP group under his supervision that is responsible for maintaining the station’s PRA (probabilistic risk
assessment) and applying it to address safety and reliability issues affecting the plant. The principal topics
discussed were the status of the several major PRA-development and PRA-enhancement projects now underway,
the PRA group’s use of several different PRA methods to support plant safety, and the status of the PRA group
itself, which is now growing.

The DCISC last reviewed this topic during its Fact Finding meeting on April 3-4, 2012 (Reference 6.6), when it
concluded the following:

The PRA group’s work today is focusing principally on developing new PRA models in the internal-events,
fire, and seismic areas. The work is proceeding well, and the new leadership has taken hold. The group is
also growing, which is necessary to support several major DCPP needs. The seismic PRA effort in
particular will restore the DCPP seismic PRA to its long-held place as one of the US industry’s models for
excellence. The DCISC should undertake a further review of this PRA area about a year hence, when the
plant will have achieved additional major milestones in its PRA development effort.

The Fact-finding Team focused its review on some of the topics covered a year earlier, as well as a few new topics.

Concerning the size of the PRA group, Mr. Baradaran reported that the group now has 5 staff plus 3 part-time
participants, and that plans for some further expansion in group size are in the works. The group also has
engaged subcontractors for specific work that is beyond either the technical expertise or the available workload
of the team. (A major example of that is work to develop aspects of the new seismic PRA, as discussed below.)
The FF team notes that PRA groups at other nuclear plants around the country differ in size, but DCPP’s is now
still on the “small side” compared to broad industry practice. The long-term goal, supported strongly by plant
senior management according to Mr. Baradaran, is to remedy that through some growth.

The PRA team inherited a PRA performed many years ago that, although of high quality, had not been kept as up-
to-date as needed, and another major effort in the past few years has been to bring it up-to-date. A major effort
in 2011–2012, that is now complete, has resulted in an upgrade to the internal-events at-power PRA model. This
upgrade provides the technical foundation for work on other aspects of the PRA. This upgrading work has



involved, in part, bringing the whole PRA into conformance with the ASME-ANS PRA standard and the NRC’s
Regulatory Guide 1.200 requirements, which in turn means major peer-review activities. Recent or upcoming
industry peer reviews have covered or will cover the internal-events PRA model (Parts 2 and 3 of the standard),
the fire PRA (Part 4), and the fragilities aspect of the seismic PRA (Part 5).

Among the major areas of PRA work is the group’s support of the “significance determination process” (SDP),
under which important off-normal events and many other important plant-specific safety issues are analyzed
using PRA methods to determine their “safety significance.” The SDP analyses follow a prescribed process using
PRA methods that follows NRC guidance and industry standard practice. Mr. Baradaran reported that this SDP
work, whose importance to plant safety is very high, consumes somewhere between a quarter and a third of all of
the PRA group’s effort. This is typical of the situation at other plants. The way the SDP analyses are performed is
shared through information exchanges with other nuclear power plants so that across the industry a gradual
improvement in the SDP analysis process has occurred.

The PRA group’s fire-PRA effort has also been deeply involved with supporting DCPP’s efforts to come into
conformance with the NRC fire-protection regulations that rely technically on National Fire Protection Association
NFPA Standard 805. There was major work by the DCPP PRA group over the past 3 years to support the plant’s
submittal to the NRC to convert its fire-protection program to fall under NFPA 805 provisions. Indeed, it was
perhaps the largest single aspect of the PRA group’s work for some of this period. While the fire-PRA
development effort at DCPP is not yet complete, it is nearly so. Mr. Baradaran reported that the fire PRA had a
recent peer review that found it to be of high quality, and also that during the very week of this FF meeting the
plant had made its NRC submittal for NFPA 805 conversion, the culmination of several years of plant-wide effort
(in both the PRA group and the fire-protection group along with work in engineering.)

Work to support risk-based technical-specification development and to support the use of PRA methods in
outage management are other areas of important work for the group.

Another major area of current work is to bring the seismic PRA up-to-date. The DCPP seismic PRA model was,
when developed in the late 1980s, the finest that had ever been developed worldwide, and for many years was
used by the entire seismic-PRA community as its model for excellence. Its level of detail, scope, realism, and use
of extensive site-specific data remain exemplary – almost no other seismic PRAs worldwide even today approach
its quality. However, it is out of date in a few areas, both in terms of a realistic modeling of the plant and when
compared to the most modern practice. There is new information about the seismic hazard at the DCPP site
related to the Shoreline Fault and to better seismic ground-motion propagation, and new approaches to
analyzing seismic fragilities of equipment; none of this has previously been integrated into the PRA model. Work
began over a year ago to remedy these issues and to bring the DCPP model back into the forefront. Reliance on
expert outside contractors for this work is essential, because the narrow expertise required is available in only a
few places worldwide. Fortunately, DCPP has engaged a team of contractors judged by the DCISC FF team to be
among the strongest available, and some parts of that team actually worked on the earlier DCPP seismic PRA in
the 1980s, so they have the long view and the relevant experience. Mr. Baradaran reported that this work is
proceeding very well.

A major driving force for this seismic PRA upgrade work is the NRC 50.54(f) letter (12 March 2012) that implements
Recommendations 2.1 and 2.3 of the post-Fukushima NRC Near Term Task Force. This letter, containing
requirements for re-evaluations in the seismic area for every operating US nuclear plant, will require DCPP to
have an up-to-date seismic PRA by 2016. The current seismic PRA work, which was launched well before the 2011
Fukushima accident in Japan, will achieve that goal at DCPP well ahead of the 50.54(f) schedule.

Mr. Baradaran also reported that his PRA group has been supporting DCPP and an industry-wide effort to use



risk-type information in the resolution of NRC Generic Issue 191, “Assessment of Debris Accumulation on PWR
Sump Performance.” The industry is proposing that NRC’s approach to a regulatory resolution of this issue rely in
a major way on PRA analyses, to support a technical approach that will both improve safety and provide high
confidence. The DCPP PRA group has been supporting this effort.

Another area of work that Mr. Baradaran discussed is using PRA methods in analyzing how to categorize safety-
significant and safety-related structures and components. NRC’s rule 50.69 provides a modern approach to this
categorization that uses PRA methods to supplement the earlier ways in which items were classified under NRC
rules in terms of their importance for the achievement of safety. Another US PWR plant, South Texas, has paved
the way in this technical area, and a couple of others are now applying the new methods. DCPP is considering this
too. Mr. Baradaran noted that if applied properly, this new approach can lead to improved safety, improved
confidence, and more efficient use of both maintenance and operations resources. The DCISC will surely need to
follow developments in this area closely.

Finally, Mr. Baradaran reported that DCPP is now working with both Electric Power Research Institute and Idaho
National Laboratory experts in an effort to decide in which ways potential upgrades to the PRA software used in
the group’s work would be beneficial.

Conclusion:

The DCPP PRA group’s work today is focusing both on completing work to develop new PRA
models in the fire and seismic areas and on applying PRA methods in several safety-significant
applications at the plant. The group is also growing, which is appropriate if it is to support
DCPP as it needs to. The work is proceeding well. The competence of the group and its recent
accomplishments attest to a strong PRA capability. The DCISC should undertake a further
review of this PRA area about a year hence, when the plant will have achieved additional major
milestones in its PRA development effort.

Recommendations:

None

3.9 Air Operated Valve Program Update

The DCISC Fact-finding Team met with Rosalba Rosas, Air Operated Valve (AOV) Program Owner, and Sean
Dunlap, Supervisor of Balance of Plant and Valve Program Engineering, for an update on this program. The DCISC
last reviewed the DCISC AOV Program in September 2010 (Reference 6.7), when it concluded the following:

The DCPP Air Operated Valve (AOV) Program appears to be satisfactory. Valves are appropriately
categorized for priority and testing and are tested on a schedule during outages. Testing has been
successful. A June 2010 self-assessment identified no nuclear safety, programmatic, or regulatory
violations but did reveal some gaps to excellence and enhancements, which were documented in the
Program Health Report for action and tracking. The DCISC should follow up on the AOV Program in about
a year.

DCPP’s “Program for the Verification, Monitoring, and Trending of Air and Hydraulically Operated Valve
Performance” is controlled by Procedure MA1.ID16, Revision 7. There are several other procedures for the Valve
Packing Program, AOV and Associated Device Calibration, and AOV Testing Using the Crane Viper Diagnostic
System. DCPP plans to migrate to the VOTES Infinity diagnostic system, which is a new and improved version of
the Viper valve operator diagnostic system. The transition will take place prior to Outage 1R18, and Viper will be
available as a back up.



The purpose of the program is to test and maintain AOVs to assure their air operators will be able to operate the
valves as desired under expected system conditions. The program was developed in the mid-1990s as part of an
industry effort in response to NRC concerns about the operability of AOVs. An industry Joint Owners’ Group (JOG)
was formed in the late 1990s. The DCPP AOV Program categorizes AOVs into the following four categories:

Category 1 – safety or non-safety-related valves with an active safety function and high safety significance (58
AOVs). Examples are:

Auxiliary Feedwater Pump Discharge Header Level Control Valves

Steam Line Isolation Valves

Steam Generator Atmospheric Dump Valves

Pressurizer Power Operated Relief Valves

Residual Heat Removal Heat Exchanger Outlets to Reactor

Component Cooling Water (CCW) Heat Exchanger Inlet/Outlet Valves

Emergency Diesel Generator Fuel Oil Day Tank Header Valves

Category 2 – active safety-related AOVs, which do not have high safety significance (322 AOVs). Examples are as
follows:

Steam Generator Main Feedwater Supply Valves

Pressurizer Spray Control Valves

Reactor Coolant Pump Seal Outlet Valves

Letdown Orifice Outlet Valves

CCW Pump Recirculation Valves

Containment Fire Water Isolation Valves

Reactor Coolant Drain Tank Valves

Category 3 – AOVs outside Categories 1 and 2, which affect plant, efficiency and megawatt capacity, or whose
maintenance history indicates the need for increased surveillance.

Category 4 – any remaining AOVs not included in the above three categories.

There are approximately 1900 valves/operators in the program with 96 high priority valves tested each outage.
The AOV Program Team determines which AOVs are assigned to each category. For each AOV a design basis
reconstitution is performed to determine operational parameters, which are used as the basis for test acceptance
criteria. Additionally, valve capability and operator sizing calculations are performed to assure that the
valve/operator combination is acceptable for its specific application. Baseline, periodic, and post-maintenance
testing are performed on each AOV depending on its category. Records and trends are maintained for each AOV.
Any problems are documented and tracked on an Action Request in the Corrective Action Program. AOVs are
tested in one or more of the following ways:

Loop Test

Actuator Leak Test

Seat Leak Test



External Leak Test

Stroke Time Test

Diagnostic Tests (Viper)

Overall AOV Program health is White. Program health measures for the AOV Program are as follows for the four
program cornerstones:

Personnel Cornerstone

Yellow due to the limited qualification and experience of the new program owner. She will be fully qualified
in May 2015 after three years’ experience. The Backup Program Owner is fully qualified.

Infrastructure Cornerstone

Green, though there are foreseeable issues requiring significant resources in the next two-to-three years
not included in the plan. The strategic plan for 2013 – 2017 has just been completed but needs management
approval.

Implementation Cornerstone

Green – overall, the AOV Program for Outage 2R17 was successful.

Equipment Cornerstone

White because Life Cycle Plan needs to address current equipment aging/ obsolescence concerns. The Life
Cycle Plan is scheduled to be completed in late 2014.

The following AOV issues were being worked:

1. Contromatics and Bettis actuators are experiencing obsolescence problems in spare parts availability. The
Program Owner is considering replacing the valves and actuators rather than replacing the actuators.

2. Teflon packing is being considered for reducing valve stem loads and is being reviewed by Mechanical
Engineering.

3. Several AOVs are not controlling well, and action plans are being developed.

Green health is expected by May 2015.

DCPP plans an AOV Quick Hit Assessment for October 2013.

Conclusions:

DCPP’s Air Operated Valve Program appears satisfactory, and the Program Owner, although
new, appears knowledgeable and pro-active.

Recommendations:

None

3.10 Outage 2R17 Readiness for Restart Experience

The DCISC Fact-finding Team met with Cary Harbor, Assistant to the Site Vice-President, to review the
Outage 2R17 readiness for restart experience. The DCISC last reviewed readiness for restart in May 2007
(Reference 6.8), when it concluded the following:



The DCPP Readiness for Restart Process appeared rigorous and comprehensive for determining whether
the plant was fully ready to restart from a refueling outage. The completed documentation for restart
from Outage 1R14 appeared satisfactory.

RFR is a process for determining whether all aspects of the plant are ready for the restart or mode changes and
return to power following refueling and other outages. The process is governed by Procedure OP1.ID1,
“Readiness for Restart Program,” Revision 25, March 7, 2012, and by Procedure OP L-0, “Mode Transition
Checklists,” Revision 75, dated May 2, 3013. The procedures include personnel responsibilities and a checklist for
determining readiness. The following individuals approve their individual checklists:

Station Director

Maintenance Director

Project Engineering Manager

Operations Manager

Drawing Control Manager

Radiation Protection Manager

Training Manager

Licensing Manager

Engineering Director

Technical Support Eng. Mgr.

Asst. Director – Eng. Services

There are checklists for the following mode changes:

Mode 6 to 5 (Refueling to Cold Shutdown)

Mode 5 to 4 (Cold Shutdown to Hot Shutdown)

Mode 4 to 3 (Hot Shutdown to Hot Standby)

Mode 3 to 2 (Hot Standby to Startup)

Mode 2 to 1 (Startup to Power Operation)

Checklists are individually tailored to each functional area. For example, the Operations Checklist includes the
following:

These areas have been inspected for any conditions that could impact a safe restart in accordance with
Procedures AD4.ID1 & AD4.DC2:

Cable Spreading Room

Solid State Protection System Room

Control Room

Hot Shutdown Panel

Control Room instruments and annunciators have been reviewed. Components that are not functioning
properly have been identified and evaluated for their effect on Unit restart.



The status of Control Room instruments and annunciators

The effect of all malfunctioning components for unit restart have been evaluated and compensated
for, if necessary.

All malfunctioning components have been tagged per OP2.ID2.

All open Prompt Operability Assessments (POAs) have been reviewed to determine if they must be resolved
prior to power ascension MODE changes.

All ODMs have been reviewed and determined to be acceptable for MODE changes.

The Engineering Director System Review checklist is as follows:

Review the status of systems in accordance with Procedure TS5.ID1 and ensure that:

System walkdowns have been completed

All open potentially degraded or non-conforming conditions, as described on OM7.ID1 have been
reviewed to determine if they must be resolved prior to ascension Mode changes.

All 10CFR50.65, Maintenance Rule Systems, Structures and Components (SSCs) in the (a)(1) status have
been identified and determined to be satisfactory for plant restart.

All systems are in a condition for the applicable mode transition.

The Station Director reviews and approves the final checklist (below) for restart:

Based on the issues considered in the readiness for restart process, the appropriate stakeholders and
organizations have been involved in the readiness for restart review.

The issues considered in the readiness for restart process are sufficiently well understood.

The need for enhanced equipment monitoring, contingency planning, and just-in-time training have been
considered.

Prior to the change from Mode 4 (Hot Shutdown) to Mode 3 (Hot Standby), the Plant Staff Review Committee
(PSRC) must meet and approve the readiness for change.

The DCISC Fact-finding Team reviewed the Outage 2R17 Readiness for Restart Action Item List. The reviews and
checklists appeared to have been executed satisfactorily. The overall Readiness for Restart Process and its
implementation for Outage 2R17 appeared satisfactory.

Conclusions:

The DCPP Readiness for Restart (from outage) Program appeared appropriate. The
implementation of the program for Outage 2R17 was effectively carried out.

Recommendations:

None

3.11 Meeting with NRC Senior Resident Inspector

The DCISC Fact-finding Team met with Tom Hipschman, NRC Senior Resident Inspector. The DCISC last met
with Mr. Hipschman in May 2013 (Reference 6.9).



The DCISC described activities from its fact-finding meeting to the Senior Resident Inspector and indicated that it
would welcome his presence at the next DCISC Public Meeting on October 9–10, 2013. He was interested and was
awaiting approval from NRC headquarters.

Conclusions:

The meeting with the NRC Senior Resident Inspector was beneficial to the DCISC regarding NRC
DCPP issues.

Recommendations:

None

3.12 DCISC Member Meeting with DCPP Site Vice-President

DCISC Member Robert Budnitz met with DCPP Site Vice-President Barry Allen to discuss items reviewed in
this fact-finding meeting and other items of mutual interest.

3.13 Outage 2R17 Intake Concrete Work

The DCISC Fact-finding Team met with Kathryn Hitchen, Project Manager of the Intake Concrete Repair
Program, to discuss work performed in Outage 2R17. The DCISC last reviewed this subject in July 2009 (Reference
6.10), when it concluded the following:

DCPP has undertaken major repairs to the Unit 1 Concrete Intake Structure during the 1R15 outage in
2009. They made similar repairs to the Unit 2 Concrete Intake Structure during the 2R14 outage in
February 2008. Engineering continues to perform effective intake structure inspections at each refueling
outage. DCPP should schedule and fund the additional repairs to the intake structure and discharge
structures on a timely basis. DCISC should review future repairs to the discharge structure and the sea
wall and top deck of the intake structure at a future Fact Finding Meeting.

Because of the saltwater environment, the concrete intake structure can deteriorate when corrosion of rebar
occurs, which causes swelling of the rebar and concrete spalling, which then further exposes the steel reinforcing
bar, causing the degradation to accelerate. This reduces structural integrity. DCPP has a program to inspect and
repair the damage to assure structural integrity. During Outage 2R17, the repair work consisted of the following:

Auxiliary Saltwater System seismic support corrosion repair, which consisted of removing corrosion and re-
coating

Digging out damaged concrete, exposing the reinforcing bar, removing corrosion, and re-coating it

Repairing the pedestal for an Intake Cooling Pump

Repairing electrical pull boxes

The PG&E Applied Technology Services Group performs inspections and soundings of the concrete, identifying
areas needing repair. The Saltwater Structural Engineering Group makes determinations of the soundness of
structures. Ms. Hitchen’s Intake Repair Program Group makes the repairs specified by the other two groups.

DCPP’s Procedure MIP C-7.0, “Grouting and Repair of Concrete Defects,” Revision 3 governs the repair process. In
addition to providing definitions and responsibilities, the procedure specifies the following:

Design Drawings

Grout Application



Materials

Surface Preparation

Compressive Strength

Grout Mixing, Installation and Curing

Grouting Through-Bolts, Anchor Bolts and Reinforcing Steel Dowels

Concrete Repair

Conclusions:

DCPP’s concrete repair procedure and repairs of concrete in the Intake Structure appeared
satisfactory.

Recommendations:

None

4.0 Conclusions

4.1

The DCPP Large Electric Motor Program health was rated Yellow, and the Program Owner has developed plans
to return health to White by the third quarter of 2013 and to Green in the first quarter of 2014. These plans
appeared satisfactory, and the Program Owner appeared knowledgeable and pro-active.

4.2

DCPP’s replacement of its aging analog Process Control System with a digital one is a significant upgrade to the
operation of the plant. The system has performed better than expected and has had no significant issues.

4.3

DCPP Design Quality Metrics are improving with an overall rating of White (acceptable), but the Design Quality
Metric itself remains Red (unacceptable), although it is showing an improving trend. The DCISC should review
Design Quality again following Refueling Outage 1R18 in March 2014.

4.4

The DCPP Containment Spray System health is Green (good), and the System Engineer appeared knowledgeable
and pro-active about his system.

4.5

The DCPP Fuel Handling System has been problematic since Refueling Outage 2R14, and caused significant
delays in Outage 2R17 fuel movement but no nuclear safety concerns. The problems are mostly due to age-
related issues and lack of adequate inspection, maintenance, and component replacement, especially electrical
contacts, of the infrequently used system. Through an Apparent Cause Evaluation, DCPP identified corrective
actions to bridge the gap between Refueling Outages 2R17 and 1R19, when major modifications to the system
will begin. The interim corrective actions appeared satisfactory.

4.6

DCPP’s Quality Assurance Audit Program appears satisfactory, and the Quality Verification Department appears
to be effective in identifying quality problems and getting action to resolve them.

4.7

DCPP acted promptly with corrective actions and submitted a Licensee Event Report when it discovered



Technical Specification non-compliance on the Low Temperature Overpressure Protection System. The
corrective actions appeared satisfactory.

4.8

The DCPP PRA group’s work today is focusing both on completing work to develop new PRA models in the fire
and seismic areas and on applying PRA methods in several safety-significant applications at the plant. The group
is also growing, which is appropriate if it is to support DCPP as it needs to. The work is proceeding well. The
competence of the group and its recent accomplishments attest to a strong PRA capability. The DCISC should
undertake a further review of this PRA area about a year hence, when the plant will have achieved additional
major milestones in its PRA development effort.

4.9

DCPP’s Air Operated Valve Program appears satisfactory, and the Program Owner, although new, appears
knowledgeable and pro-active.

4.10

The DCPP Readiness for Restart (from outage) Program appeared appropriate. The implementation of the
program for Outage 2R17 was effectively carried out.

4.11

The meeting with the NRC Senior Resident Inspector was beneficial to the DCISC regarding NRC DCPP issues.

4.12

The meeting with the NRC Senior Resident Inspector was beneficial to the DCISC regarding NRC DCPP issues.

4.13

There is no conclusion for Section 3.13.

4.14

DCPP’s concrete repair procedure and repairs of concrete in the Intake Structure appeared satisfactory.

5.0 Recommendations:

None
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1.0 Summary

The results of the August 13–14, 2013 fact-finding trip to the Diablo Canyon Power Plant in Avila
Beach, CA are presented. The subjects addressed and summarized in Section 3 include:

DCPP Response to New Pressurized Thermal Shock Rule

Regulatory Excellence Action Plan Status

Cross-cutting Issue of Conservative Decision Making

Unplanned Deenergizing of 4kV Electrical Bus G

4kV System Overview

230kV System Overview

Simulator Training on Anticipated Transients without Scram (ATWS)

Used Nuclear Fuel Update

Feedwater Chemistry and Steam Generator Health

QV Audit of Chemistry Program

Discussion with NRC Senior Resident Inspector

DCISC Member Discussion with DPPP Station Director

2.0 Introduction

This fact-finding trip to the DCPP was made to evaluate specific safety matters for the DCISC.
The objective of the evaluation was to determine if PG&E’s performance is appropriate and
whether any areas revealed observations which are important enough to warrant further review,
follow-up, or presentation at a Public Meeting. These safety matters include follow-up and/or
continuing review efforts by the Committee, as well as those identified as a result of reviews of
various safety-related documents.

Section 4 – Conclusions highlights the conclusions of the Fact-finding Team based on items
reported in Section 3 – Discussion. These highlights also include the team’s suggested follow-up
items for the DCISC, such as scheduling future Fact-finding meetings on the topic, presentations at
future public meetings, and requests for future updates or information from DCPP on specific areas
of interest, etc.



Section 5 – Recommendations lists specific recommendations to PG&E proposed by the Fact-
finding Team. These recommendations will be considered by the DCISC. After review and approval
by the DCISC, the Fact-finding Report, including its recommendations, is provided to PG&E. The
Fact-finding Report will also appear in the DCISC Annual Report.

3.0 Discussion

3.1 DCPP Response to New Pressurized Thermal Shock Rule

The DCISC Fact-finding Team met with Bill Bojduj, Senior Advising Engineer, Reactor
Engineering Group, Technical Support Engineering Section. The DCISC last reviewed this topic
during its November 17–18, 2010 Public meeting. The previous DCISC Fact-finding review of this
topic was in October 2010, (Reference 6.1) when it concluded;

DCPP has a sufficient number of reactor vessel surveillance coupons to support the
station’s monitoring of the effects of neutron radiation on the reactor vessels of Units 1
and 2 throughout the full 60-year proposed lifetime of the plant. The DCISC Fact Finding
Team’s conversation with Mr. Bojduj verified DCISC’s understanding of DCPP’s principal
conclusions in support of the utility’s life-extension application to the NRC for both units.
From the conversation, DCISC also believes that it has not overlooked any existing
technical information needed to support its own review of the effects of pressurized
thermal shock coupled with seismic effects upon the reactor vessels during the full 60-
year proposed lifetime of the plant. Further, DCISC recognizes that analyses of seismic
effects of the Shoreline Fault are not fully complete at this time, though PG&E’s initial
conclusion indicates that its effects are within the current seismic capability of the plant.

Pressurized Thermal Shock (PTS) is a concern for pressurized water reactors due to its potential to
rupture the Reactor Vessel as a nuclear plant ages and neutron impingement hardens or embrittles
the Reactor Vessel. If the vessel, which normally operates at approximately 600 degrees F and 2200
pounds per square inch of pressure (psi), were to experience a cold-water shock from inadvertently
injecting cold water into the vessel while at operating pressure, it is possible that existing cracks in
the vessel could rapidly enlarge, resulting in a vessel rupture. Such a rupture could make it difficult
to safely shut down the reactor and/or to maintain core cooling. This phenomenon is a concern only
for vessels embrittled by years of high-energy neutron flux. Nuclear plants are designed and
analyzed to be able to be able to withstand such a shock without damage during their operating
lives.

In January 2010 the Nuclear Regulatory Commission (NRC) approved a final rule to provide alternate
requirements for protection against pressurized thermal shock events in nuclear power plant
reactor vessels. The NRC indicated that the rule, “Part 61a of Title 10, Code of Federal Regulations,”
increases the realism of calculations used to examine a Pressurized Water Reactor’s (PWR)
susceptibility to PTS. Plants like DCPP can choose whether to abide by the new rule or the earlier
rule, known as “Part 61.” Updated analysis methods allow PWR licensees to better account for
some effects of aging on their reactor vessels. The NRC’s announcement regarding this rule noted



that the revised approach was derived using data from research on currently operating PWRs. This
research was in three different areas: (1) the types of scenarios, and the likelihood of such scenarios
that might lead to PTS, (2) the thermal and thermal hydraulic conditions that that would occur
during the various scenarios, and (3) the metallurgical properties of the vessels and welds and of
their responses to PTS types of events. Also noted was that the data indicate the overall risk of PTS-
induced reactor vessel failure after 60 years of operation is much lower than previously estimated.
If licensees choose to adopt the new approach, the rule requires PWR operators to perform
detailed analyses of both reactor vessel surveillance data and the results of regular reactor vessel
inspections. If the analyses’ findings exceed certain limits, the operator must take steps either to
limit the reactor vessel’s exposure to neutron radiation or to determine how the reactor’s systems
can be modified to prevent PTS-induced vessel failure. DCPP has chosen to address PTS by abiding
by the old rule as well as the new rule.

This Fact-finding Visit is one of a number of reviews that DCISC has conducted in response to
interest expressed by the California Energy Commission (CEC) related to the PTS phenomenon over
the postulated 60-year extended period of DCPP operation, and specifically stemming from the
discovery of the Shoreline Seismic Fault feature. The CEC’s concern was on the potential effect on
the DCPP reactor vessels if either were to experience PTS concurrently with an earthquake during
their extended lifetimes.

Every operating reactor uses a set of small metallic specimens (so-called coupons) placed inside the
vessel, that can be removed for testing after predefined periods to determine how radiation
damage affects the metal in the vessel itself. These metallic coupons are made from the exact same
material as the vessel itself. The DCISC has been inquiring whether the plant does in fact have
enough coupons to provide high assurance about vessel radiation damage for use over an extended
operating life.

Mr. Bojduj explained that the DCPP plant possesses enough metallic coupons, either in the reactor
itself or already removed and in the spent-fuel pool, to support the plant’s need to determine the
capability of the reactor vessel to withstand the effects of pressurized thermal shock out to the full
40-year lifetime of the plant, as well as the proposed 20-year extension, if NRC grants a license
extension. These specimens have metallic content that is identical to the areas of interest in the
reactor vessel because the specimens were extracted from the same batch of metal that was used
to fabricate the various segments of the particular vessel. He also noted that DCPP is able to rely for
additional backup information on tests conducted on specimens from another nuclear plant
because the reactor vessel at that plant, and the accompanying metallic specimens, were fabricated
from the same batch of metal as was the reactor vessel at DCPP. He explained further that DCPP’s
two reactor vessels are slightly different in composition. Hence, they have slightly different metallic
properties, slightly different susceptibilities to PTS, and different specimens for testing.

Mr Bojduj noted that several coupons that have been removed have already received the equivalent
of 55 Effective Full Power Years, which replicates 60 calendar years of plant operation because the
units do not run continuously at full power throughout their lifetimes but rather shut down
periodically for refueling and maintenance. These specimens are subjected to a testing process that



verifies their ability to withstand the forces of PTS. The test used to determine fracture toughness is
the well-known and standardized “Charpy V-Notch” test.

Conclusions:

It appears that DCPP has a well-structured, ongoing program of testing material
specimens that have been placed inside its reactor vessels to address the metal
hardening issues related to both the old and new NRC rules on Pressurized
Thermal Shock (PTS). Both reactor vessels have sufficient specimens to
demonstrate the capability of each reactor vessel to withstand the effects of PTS
through their 40-year licensed lifetimes as well as the proposed 20-year
extensions.

Recommendations:

None

3.2 Regulatory Excellence Action Plan Status with Respect to Safety System Functional
Failures and the NRC Substantive Cross Cutting Issue of Problem Evaluation

The DCISC Fact-finding Team met with Mike McCoy, Advising Senior Engineer, NRC Interface,
to discuss the performance and status of DCPP’s Regulatory Excellence Action Plan. The Plan was
developed in response to four primary areas of NRC concern:

Adverse Trend in Safety System Functional Failures (SSFFs)

Substantive Cross Cutting Issue (SCCI) in the Area of Problem Evaluation

Poor communications with the NRC

Weaknesses in Reportability Determinations

The DCISC is routinely briefed at DCISC Public Meetings on communications with the NRC regarding
station issues that have been reportable to the NRC or have been identified by the NRC as being of
concern. Also, the DCISC frequently interacts with the NRC Senior Resident Inspector during Fact-
finding Meetings on site. Consequently, this Fact-finding Visit focused on the specific issues of
Adverse Trend in SSFFs and the SCCI in Problem Evaluation.

The DCISC’s last review of Safety System Functional Failures was in July 2012, (Reference 6.2) when
it concluded the following:

DCPP experienced a significant number of safety system functional failures between mid-
2010 and mid-2011. The station responded by developing and implementing an extensive
Action Plan, whose actions are almost complete. Station performance during the past year
(July 2011 through June 2012) has improved noticeably compared to the period from June
1, 2010 through July 31, 2011 that created the need for the Action Plan. In particular, DCPP
has not experienced a Safety System Functional Failure since October 2011. The DCISC
should periodically review station performance with respect to Safety System Functional



Failures. This topic should be added to the DCISC’s Open Items List, and the next review
should be no later than the third quarter of 2013.

The DCISC’s last review of the Substantive Cross Cutting Issue in the Area of Problem Evaluation
was in April 2012, Reference 6.3, when it concluded the following:

DCPP has made substantial progress in the area of Problem Evaluation, as reflected in the
NRC’s dropping of its cross-cutting issue in the area of Problem Evaluation/Extent (P.1.c).
Station Performance Indicators related to technical evaluations are generally healthy. The
DCISC should continue to review station progress in the Licensing Basis Verification Project
and to review the area of Problem Evaluation based on future station performance.

Safety System Functional Failures

A safety system functional failure (SSFF) is defined as “the failure of or the loss of the ability of a
system safety function to shut down the reactor and maintain it in a safe shutdown condition,
remove residual heat, control the release of radioactive materials, or mitigate the consequences of
an accident.”

The history of this issue began in 2001 when the Nuclear Regulatory Commission (NRC) changed the
way their regulatory program assigns significance to a SSFF event by establishing a Reactor
Oversight Program (ROP) that, among other things, uses performance indicators for key
parameters, including SSFFs. Depending on the number of SSFFs that a plant experiences, the plant
will receive a varying level of regulatory oversight. For, example, if a plant experiences 5 SSFFs
within a rolling 4 quarter span of time, the plant will move into the White regulatory response
column and receive greater NRC oversight.

Between Ju1y 1, 2010 and August 31, 2011, DCPP units 1 and 2 experienced a combined total of 12
SSFFs. Of these 12 SSFFs, four were common to both units. There was considerable variety in the
nature of the SSFFs. Some examples are listed below:

Non-conservative Technical Specification (TS) First Level Undervoltage Relay (FLUR)/Second Level
Undervoltage Relay (SLUR) results in loss of power to Emergency Diesel Generator (EDG) start
instrumentation, Units 1 and 2

230kV allowed outage time exceeded when cross-tied between Units 1 and 2

Mode 3 Entry with AFW Pump 1-1 inoperable

Auxiliary Building Ventilation System single failure, Units 1 and 2

Three Losses of Offsite Power during Refueling Outage 2R16, Unit 1

DCPP’s Root Cause Evaluation (RCE) Report of these SSFFs further noted that, beginning with the
discovery of incorrect open limit switch settings on motor-operated Emergency Core Cooling
System (ECCS) sump suction valves in 2009, “DCPP experienced multiple events that resulted in the



loss of a system safety function to shut down the reactor and maintain it in a safe shutdown
condition, remove residual heat, control the release of radioactive materials or mitigate the
consequences of an accident.”

DCPP’s examination of this issue (Reference 6.2) in its RCE was extensive and detailed, and included
reviews of operating experience within the industry. The examination concluded that DCPP lacked
clear standards for risk assessment, risk evaluations, and risk mitigation activities that could, and
did, result in SSFFs. It further concluded that, when reviewing evaluations, the station had a
tendency to justify and accept the evaluations rather than to provide a healthy challenge to them. It
also noted that opportunities had been missed to reinforce high standards, that resolutions of
identified risks were sometimes incomplete, and that there sometimes was no means or
expectation for identifying risk significant activities. A contributing cause identified by the station
was that “station personnel had insufficient understanding of the definition of an SSFF, resulting in
failure to recognize that adherence to station procedures and plant Technical Specification action
requirements does not prevent SSFFs.” The major point behind this conclusion is that the mere
compliance with station procedures and Technical Specifications does not guarantee the
prevention of SSFF’s, instead, station personnel must always have a questioning attitude and
identify and question all potential sources of risk.

More recently DCPP’s performance with respect to SSFFs has improved in general, but has not yet
consistently met its own goal of having zero SSFFs in each unit through the preceding four calendar
quarters. The tabulation immediately below shows the number of SSFFs for each Unit in the 12
months prior to the date shown. The NRC level for Green, or acceptable is five. DCPP’s goals for the
number of SSFFs during the 12 months prior to the report are as follows: Green = 0, Yellow = 1-5,
Red is >5 (i.e. worse than NRC Green). The table below shows DCPP performance for SSFFs during
three 12-month periods including and prior to the month shown:

Nov 2011 July 2012 June 2013

Unit 1 6 1 3

Unit 2 2 1 4

For the 12-month period reflected in the above table ending in for June 2013, one of the three Unit 1
issues and two of the Unit 2 issues pertain to the Control Room Ventilation System, which has been
a focus area of DCPP, and one issue for each Unit pertains to the Emergency Diesel Generators
which have been another area of focus.

Substantive Cross Cutting Issue in the Area of Problem Evaluation

This issue was identified as an issue by the NRC in 2010 and has been actively addressed by DCPP. It
has been closed out as a Substantive Cross Cutting Issue for over a year.

Mr. McCoy commented that implementation of this Plan by the station has had a major impact on
the station’s improvement in regulatory performance since 2010, and the DCISC Fact-finding Team
acknowledges that station performance improvements have been observable.



Conclusions:

DCPP has devoted considerable attention and made substantial progress in
addressing issues in its Regulatory Excellence Action Plan pertaining to Substantive
Cross Cutting Issues. Progress has also been observed in the area of Safety System
Functional Failures (SSFFs), but performance has varied somewhat from year to
year. DCISC should review SSFF performance no later than mid-year 2014.

Recommendations:

None

3.3 NRC Cross-cutting Issue on Conservative Decision Making

The DCISC Fact-finding Team met with Eric Nelson, Licensing Basis Verification Project (LBVP)
Manager. The DCISC last reviewed this subject in January 2013 (Reference 6.4) when it concluded
the following:

DCPP’s examination of the NRC-identified cross-cutting issue of non-conservative decision
making appears to be objective and thorough. Corrective actions appear to be
appropriate. Because the decision making process at a nuclear plant can have many
aspects depending on the unique nature of each decision, DCPP might consider conducting
independent reviews of selected future decisions based upon the complexity of the issue
and the potential impact on plant safety. The DCISC should review this topic again during
the second half of 2013 after all initial corrective actions by the station have been
completed.

From the NRC’s perspective, conservative decision making (CDM) involves the use of “Conservative
assumptions in decision making such that licensee decisions demonstrate that nuclear safety is an
overriding priority.” DCPP’s Interdepartmental Administrative Procedure OM15.ID7, “Conservative
Decision-Making,” defines CDM as: “A behavior, mind set, or culture that invokes a cautious and
prudent approach.”

An NRC cross-cutting issue is an issue that can be a contributor to a number of problems in a variety
of station activities and disciplines. In this particular case, the issue pertaining to Conservative
Decision Making was determined by the NRC not to be a “substantive” cross-cutting issue because
the NRC did not have a concern with the station’s scope of effort and progress in addressing the
cross-cutting theme. Further, the NRC report noted that all inspection findings for that period were
determined to have had very low (i.e. Green) safety significance, and all performance indicators
indicated that station performance was within the nominal, expected range.

Nevertheless, DCPP regarded this new cross-cutting issue seriously. A Root Cause Evaluation Team
was formed. The team consisted of 11 individuals from a broad range of station disciplines
including: Operations, Engineering, Nuclear Work Management, Corrective Action, Regulatory
Services, and Learning Services. DCPP’s Senior Director of Engineering was the senior management



sponsor for this effort.

The review examined DCPP’s performance over the prior two years. It carefully examined the four
issues/violations identified by the NRC, namely:

Inadequate staffing of Emergency Response Organization (ERO) personnel on shift occurred
due to the fact that an operator had filled an on-shift ERO position for three consecutive
shifts while the operator’s formal qualification for being able to use a self-contained oxygen
breathing apparatus for respiratory protection had expired.

Evaluation of an update of local seismology was limited to its impact on the Long Term
Seismic Program and did not include its impact on the plant’s design basis.

New regulatory requirements were not adequately translated into a specific calculation in the
plant’s design basis and therefore failed to demonstrate that the 230kV preferred offsite
power source had adequate capacity and capability to supply the minimum required terminal
voltage to plant engineering safety features following a limiting transmission system
contingency.

A licensing basis change on the 230kV offsite power system was not accompanied by a review
for whether the change might create an unreviewed safety question, which would have
required prior approval by the NRC.

The RCE Team’s review resulted in the development of a 150 page report that was approved on
November 7, 2012. Their review included the following activities:

Analysis of the above four violations and of fourteen additional events with decision-making
aspects dating back to September 2008

Survey of station management and individual contributors in Operations, Engineering, and
Regulatory Services to determine the station’s “technical conscience” and organizational
behaviors

Interviews with station leadership and the NRC Senior Resident Inspector

Additional analysis to validate the findings of the above Process Analysis and of the
interviews and surveys conducted as part of this effort

Examination of industry standards and expectations in this area compared to DCPP standards
and processes

The Root Cause identified by the Team was as follows: “Leaders are not consistently setting,
modeling, and reinforcing clear standards and expectations for conservative decision-making,
resulting in a station culture that favors production-oriented interpretation of the license basis.”

Contributing Causes identified by the Team were the following:

Procedures contained inconsistent guidance for conservative decision-making.



Previous cause analyses in some cases led only to correction of the conditions. Although
decision-making aspects were recognized as a weakness, these aspects were sometimes not
addressed.

Station leadership had not effectively used performance metrics for self-identifying
deficiencies for early indication, tracking, and resolution of safety culture performance
deficiencies.

Since that time DCPP has developed an Interdepartmental Administrative Procedure (IDAP)
OM15.ID7, “Conservative Decision Making,” which discusses leadership expectations and the
application of the conservative decision making process. The procedure also provides guidance for
initiating a conservative decision making process and for reviewing, validating and approving the
decision. Attached to the main body of the procedure is a six page “Program Metrics Model,”
which, among other things discusses the “Cornerstones” for Program Personnel and Program
Infrastructure, Program Implementation, and Program Assessment and Oversight. Other
attachments to the Procedure include checklists for “Conservative Decision Making Pre-job Briefs”
and for “Conservative Decision Making Tools.” DCPP’s response to the Cross-cutting Issue also
included a Change Management Plan for “Rolling Out” the Station Program on Conservative
Decision Making, which, among other things includes Key Steps, Responsibilities and Timeframes.

With regard to situations in which the principles of Conservative Decision Making would be
applicable, Section 1.5.1 of Procedure OM15.ID7 states:

“This procedure applies when encountering conditions such as the following during activities or
processes that could affect safety:

Unexpected results

Uncertain, degraded, or unstable conditions

Low margin for error

No opportunities to redo or recover – irreversible actions

Inability to improvise when things go wrong

Complexity – hard to understand

Limited guidance – unclear guidance in procedures

Need for high level of precision

Significant degree of coordination

Multiple concurrent activities

Lack of feedback – inability to observe critical activities or parameters

A serious performance gap to excellence exists

A significant change to an important plant process or program is being considered that could
impact personnel performance



Fast-track job or work assignments are made”

The DCISC Fact-finding Team examined each of the four Non-cited Violations (NCVs) that led to the
development of the subject cross-cutting issue. NCVs are minor violations issued by the Nuclear
Regulatory Commission (NRC) that are not subject to enforcement action. However, it is expected
that these NCVs will be entered into the station’s Corrective Action Program and corrected. The
four NCVs are summarized as follows:

Evaluation of an update of local seismology did not include its impact on the plant’s design
basis.

A specific calculation for the 230 kV system’s design basis did not include new regulatory
requirements.

A licensing basis change on the 230kV offsite power system was not accompanied by a review
for whether the change might create an unreviewed safety question.

An operator’s formal qualifications for wearing a respirator had expired. Yet the operator had
served on shift as part of the Emergency Response Organization. The nature of this issue
differs from the first three. The NRC’s Integrated Inspection Report to PG&E dated November
18, 2011 states the following: “Although the licensee was aware that the operator’s respiratory
qualification had expired, the operator’s supervisor determined that the licensee met its
Technical Specification (emphasis added) minimum complement (i.e. number) of qualified
operators and considered that the minimum emergency response organization complement
did not require respiratory qualification. The Diablo Canyon Technical Specification required
number of operators was less than the Emergency Plan required number of operators. The
licensee’s determination was in error because the required minimum of emergency response
organization on-shift staff personnel is required in order to respond to all emergencies and
therefore requires that staffed positions be fully qualified for their response functions.” The
report does not elaborate on why there is a difference between DCPP’s Technical
Specifications and the Emergency Plan. Also, the report does not discuss the degree to which
respirator qualification entails demonstrating the worker’s capability of actually performing
expected tasks while wearing a respirator under conditions imposing physical demands similar
to those expected during plant emergencies, including beyond design basis accidents.

Conclusions:

Three of the four problems that led to the determination of a site-wide issue in
non-conservative decision making appear to be directly tied to the maintenance
and understanding of DCPP’s design and licensing bases, which DCPP has been
working on to improve for a number of years. The fourth problem was apparently
due to a misunderstanding due to the difference between the station’s Emergency
Plan and Technical Specifications regarding the number of on-shift personnel who
are required to be qualified to wear a respirator. In response to these four issues,
the station has developed an extensive site-wide program whose apparent
objective is to ensure that no mistakes will ever occur. The DCISC should follow up



in a future Fact-finding Visit to review the conditions under which and the methods
by which station personnel are qualified to wear respirators including
demonstration of the individual’s ability to perform emergency functions while
wearing a respirator.

Recommendations:

None

3.4 Unplanned Deenergizing of Unit 2 4kV Vital Bus G During 2R17

The DCISC Fact-finding team met with Lance Hopson, Assistant Maintenance Services Director.
This is the DCISC’s first review of the subject event.

At the time of this event, Unit 2 was shutdown, and all of its nuclear fuel was removed from the
reactor vessel and transferred to the Spent Fuel Pool. The station actions taken that led to this
event were directed at replacing a failed potential fuse for Unit 2 4kV Vital Bus G. This work required
removal of a fuse block in a circuit that senses undervoltage conditions. Fuse block removal initiates
the undervoltage protective circuitry (even though no undervoltage condition may actually exist). A
Feature Cutout (FCO) switch in that circuitry serves to prevent the undervoltage “signal” from
causing power to be automatically shifted to another bus. Nevertheless, during this event, the FCO
switch was not operated. Therefore, when the fuse block was pulled, a low voltage signal was sent
to the undervoltage protective circuitry causing the normal feeder breaker to Bus G to open, Bus G
deenergized, and signals were sent to start Emergency Diesel Generator (EDG) 2-1 (which started)
and to close the breaker (52HG14) for the backup power source for Bus G. However, this breaker
had been tagged out to allow maintenance on the startup bus, supplied by the 230kV switchyard,
which is the backup source of power for Bus G in the event of a loss of power from the Auxiliary
Transformer. Therefore Bus G remained deenergized. The following equipment relevant to this
event was powered by 4kV Bus G:

CCW Pump 2-2 was not running but serving as a backup to Pump 2-3, which was running and
powered off a different bus

Spent Fuel Pool (SFP) Pump 2-1, which served as a back to Pump 2-2 that was powered from a
different bus. (Pump 2-1 could have been moved to an alternate power source)

Component Cooling Water (CCW) Pump 2-1 was removed from service for maintenance.

The following activities took place over a several day period prior to the event during which
personnel in maintenance, engineering, and operations on several outage shifts interacted with
each other to identify the problem to be solved, determine conditions that were felt to be
appropriate, obtain and provide the required approvals, and verify prerequisite conditions for
conducting this evolution.

At first, the intent was simply to deenergize Bus G to replace the fuse, but that could not be done
because CCW Pump 2-2 needed to stay available as backup to CCW Pump 2-3 because CCW Pump 2-
1 had been removed from service and could not serve as that backup.



In order to remove and replace the fuse in question with Bus G energized, a Feature Cutout (FCO)
switch needed to be placed in “Cutout.” This is because when that fuse was pulled, a signal was
sent that Bus G had deenergized, which then interrupted power to Bus G from its existing supply
(the Auxiliary Transformer) and transferred Bus G to Startup Power (230kV). However, as
mentioned above, Startup Power was unavailable. Therefore, Bus G was deenergized and power
was lost both to CCW Pump 2-2 and to Spent Fuel Pump 2-1 so that they were no longer serving as
safety backups. Also, Diesel Generator 2-1, which would have started upon a loss of power to Bus G,
could not start automatically because it had been placed in manual. Therefore, DCPP Unit 2 was
placed in a condition in which it was not meeting the requirements of its Outage Safety Plan. If the
FCO had been placed in Cutout, Bus G would have remained energized.

The station assembled a Root Cause Evaluation (RCE) Team that produced a 125 page RCE Report.
The Root and Contributing Causes were identified as follows:

RC1: The process for evaluating both the risk of outage emergent work on outage protected
equipment and the potential impacts to the operating unit is not formal and does not include
prerequisites for adequate analysis, review, and approval prior to making a decision to work
on protected equipment.

RC2: Maintenance leadership has not been proactive in its approach to shortfalls in human
performance standards and use, including the failures to consistently perform task previews
and establish clear standards for work order use and adherence.

CC1: The troubleshooting procedure lacks specificity and formality and was implemented
informally.

CC2: Human performance standards such as task previews and pre-job briefs are
implemented in an inconsistent manner across the site.

The RCT developed the following corrective actions to address the above causes:

Provide work order use and adherence standards consistent with that for procedures.

Implement a corrective action plan focused on improving Maintenance behaviors related to
the ownership of human performance standards.

Using the benchmarking information from this RCE, upgrade the troubleshooting procedure
to industry best practice.

Provide all field workers with consistent human performance tool standards that are based
on industry best practices.

However, the DCISC Fact-finding Team notes a conspicuous absence of any reference in the Root
Causes or Contributing Causes to a role that Operations personnel could have played in avoiding
this event. Examples from DCPP’s Root Cause Evaluation (RCE) Report of the event in which
Operations personnel were involved and might have been able to play a role in avoiding the event
are as follows:



Examples from the Executive Summary of the RCE

Initial Action Plan developed on the night of Feb 27 indicated “shift Manager would address
any potential impacts to protected equipment.”

During dayshift on Feb 28, an Operations and Electrical Maintenance meeting resulted in the
decision to move a variety of equipment to alternate buses.

During or after the turnover between day and night Shift Managers the night shift manager
“Proceeded to walk down Bus G, review the prints, and develop an allowance per OP O-36,
‘Protected Equipment Postings’ to work on protected equipment.”

At 2000 “Electrical Maintenance led a pre-job brief with Operations. Operations (i.e.the Shift
Foreman) did not perform a task preview in advance of this brief. When asked by Operations
why the STP M-75G section to open the FCO was N/A’d, Electrical Maintenance responded
that placing the Diesel Generator 2-1 in manual was sufficient for this activity.”

“After a joint walkdown of Bus G by Operations and Electrical Maintenance, Work Package
implementation commenced with Step 1 of the Work Instructions, bypassing the entire work
order Prerequisites, Precautions, and Limitations, including the work order action to ensure
the FCO was opened by Operations.”

Examples from the RCE sequence of Activities and Actions (other than those listed above from the
Executive Summary) where Operations might have been able to play a role in avoiding this event:

02/28/13 0600 “No formal analysis of risk to the operating unit was performed per MA1.DC11
as the organization did not realize the impact on common unit Diesel Generator 0-2 Fuel Oil
Transfer Pump.”

02/28/13 1200 “A decision was made by Operations to move Aux Saltwater, Fuel Handling
Building Ventilation, and the running Spent Fuel Pool Pump to alternate buses during
dayshift. The backup Spent Fuel Pool Pump and Diesel Generator Fuel Oil Transfer Pump 0-2
were left on Bus G. (Note that these loads could have been moved to their alternate power
sources.)”

02/28/13 Dayshift “The Electrical Maintenance Manager incorrectly determined the
troubleshooting level to be ‘B.’ (It was later determined that this trouble shooting plan met
multiple criteria for level ‘A.’ Level ‘A’ represents actual or high potential for adverse impact.
Note that Level ‘A’ additionally requires Operations Manager approval.” (In this case, should
Operations have had some role to perform with regard to determining the appropriate
trouble shooting significance level?)

02/20/13 2000 “The trouble shooting plan was not formally approved by the Shift Manager
(approval was assumed) during this brief nor was the required troubleshooting lead identified
as required by MA1.DC10 (Troubleshooting).”

Conclusions:

The loss of power to Unit 2 4kV Bus G during Refueling Outage 2R17 was avoidable



and was due to a number of breakdowns in the planning and conduct of a
maintenance activity during a refueling outage. The impact on Unit 2 was negligible
because the Unit was defueled at the time and because Component Cooling Water
and Spent Fuel Pool Cooling remained operable. The station’s Root Cause
Evaluation of this event was extensive. The identified Root and Contributing Causes
are logical, but do not seem to reflect an examination of how Operations personnel
could have more effectively performed their roles as station leaders during the
execution of this outage activity.

Recommendations:

DCPP should reexamine the role that Operations personnel played and could have
played to avoid the loss of power to Unit 2 4kV Bus G during refueling outage 2R17.

Basis for Recommendation:

Operations personnel were involved at a number of stages in the planning for
replacing Unit 2 Bus G potential fuse UA-2. Although Unit 2 was shut down and
defueled, the Operations group nevertheless plays a key role in Unit status control.
It appears that this role could have been better exercised throughout the planning,
preparation, and execution phases for this maintenance activity.

3.5 4kV Electric System Overview

The DCISC Fact-finding Team met with Issa Zakaria, Senior Advising Engineer, to discuss the
status of the 4kV Electric System. The DCISC last reviewed this subject in December 2012 as part of
its observation of a DCPP Plant Health Committee (PHC) Meeting (Reference 6.5) when it
concluded the following with respect to the PHC Meeting that was observed :

DCPP’s Plant Health Committee (PHC) is focused on DCPP plant health by having regular
meetings on identifying and taking actions to improve system health. It is appropriate that
the PHC recognizes the impact of unhealthy systems on plant safety via Probabilistic Risk
Assessment (PRA) and gives priority to systems that are the most significant contributors
to plant safety. The DCISC should continue to monitor system health and the actions of the
Plant Health Committee.

The 4kV system for each Unit provides Vital electrical power to Buses F, G, and H, and Non-Vital
Power to Buses D and E.

Each Plant Health Committee meeting focuses on selected systems for Committee review and
discussion on a rotational basis, with the requirement that systems rated as Red (Unsatisfactory) or
Yellow (Unhealthy) be reviewed at least every six months. During the December 2012 Plant Health
Committee meeting mentioned above, the 4kV systems of Units 1 and 2 were not among the
particular systems that were presented and discussed. Nevertheless, the Plant Health Committee is
informed at every meeting of all systems rated as Yellow (Unhealthy) or Red (Unsatisfactory). The
4kV systems of both units were rated Yellow at that time with a projected return to Green (Healthy)



during Refueling Outages 1R19 and 2R19. Both were shown to have been unhealthy for 33 months.
During an earlier Plant Health Committee Meeting in August 2011, both 4kV systems were shown to
be Yellow with projected returns to Healthy in Refueling Outage 2R17 for Unit 2 and 1R18 for Unit 1.

The System Health Reports that were provided to the Fact-finding Team during this August 2013
Fact-finding Visit also show Yellow for both 4kV Systems, and “Return to Healthy” status is
projected in refueling outages 1R19 (Autumn of 2015) and 2R19 (Spring of 2016). This is consistent
with the projections made in December 2012). The changes that will be made to return the systems
to Healthy status for each unit involve the replacement of the present system of protective
undervoltage relays with relays that are more robust and that actuate more reliably and precisely
during specific postulated undervoltage conditions. Currently, for certain scenarios of degraded
grid voltage, the motors for several safety related pumps (e.g. Auxiliary Salt Water and Component
Cooling Water) may trip on overcurrent when low voltage is experienced and the motors are prone
to lock out and not restart automatically upon transferring to the output of the Diesel Generator.
They would instead require manual operator action to restart. The improvements in the 4kV System
will be accomplished through the installation of upgraded solid-state digital relays. The setpoints
will also be changed to take advantage of the increased reliability of these devices, and this will
require changes to the station Operating License to reflect the improvements as well as a change to
Plant Technical Specifications. A temporary modification has been installed in each unit to address
the problem until the permanent modification has been implemented. When these changes are
made, both Unit 1 and 2 systems will return to Green status.

The System Health Reports for the 4kV System rate the system for a variety of performance
characteristics (several dozen) related to Reliability, Material/Equipment Condition and Corrective
Actions, Operator Concerns, Design, Performance Monitoring, and Aspects pertaining to the
Nuclear Regulatory Commission’s Maintenance Rule. All of the listed characteristics except three
are Green (Good) for both units. One of the three characteristics is Red and pertains to the
reliability of the undervoltage relays for both units. Another is Yellow (Unit 2 only) and pertains to
the event that occurred during Refueling Outage 2R17 and involved the unplanned and undesired
deenergizing of Unit 2 4kV vital bus. A third non-Green performance characteristic that relates to
component aging is rated White for both units.

Conclusions:

The Units 1 and 2 4kV systems are fully operational with the vast majority of their
operational characteristics rated as Green (Healthy). The reliability of undervoltage
relays is a concern with respect to the likelihood of a 4kV system suffering
unnecessary trips if the power system were to experience a temporary voltage
drop while loaded. The station plans to remedy this situation by installing more
robust and reliable voltage relays during refueling outages 1R19 (Autumn of 2015)
and 2R19 (Spring of 2016).

Recommendations:

None



3.6 230 kV Electric System Overview

The DCISC Fact-finding Team met with Sam Waters, System Engineer, to review the status of
the 230kV Electric system. The DCISC last reviewed this topic in August 2012 (Reference 6.6) when it
concluded:

Two significant NRC issues questioning the capabilities of the 230kV System and Control
Room Ventilation System to meet their design and licensing bases, have been resolved
with NRC. DCPP is making appropriate hardware and procedural changes to bring them
into full compliance with the bases. The DCISC should follow up on these issues to evaluate
their final resolutions.

The 230kV system is DCPP’s primary source of Vital AC electrical power, in the event of a loss of
normal power from a station main turbine generator. DCPP’s 230kV system is served by PG&E’s
offsite 230kV system through two incoming lines to the switchyard. In turn, DCPP is then served by
one 230kV line from the switchyard to the plant. The 230kV system serves DCPP’s vital buses
through the station’s Startup Transformers. The station’s Emergency Diesel Generators then serve
as backup if the 230kV system is unable to perform its function.

The DCISC Fact-finding Team was provided copies of the System Health Reports. Because the 230kV
system supplies both Units the reports were identical. Both were rated Yellow, i.e. Deficient. The
main reason for this is a PG&E offsite 230kV transmission system issue. The 230kV offsite capacity
margin is continually decreasing with area load growth, thereby increasing the likelihood that the
station’s 230kV system may not be able to perform fully when called upon.

DCPP has taken action to prevent any nonessential equipment loads from being transferred to or
powered by the 230kV system in order to ensure that sufficient electrical power is available for vital
equipment in situations when DCPP main generators are unable to supply power to the station. This
PG&E offsite situation also results in voltage fluctuations which could affect the reliability of safety
related equipment on DCPP’s vital buses if this equipment is depending upon the 230kV system in
an emergency.

To address the problem of voltage fluctuations, DCPP is planning to install VAR (i.e.,
Voltage/Ampere/Resistance) Compensators in the 230kV switchyard. These are devices that are
commonly used in high voltage transmission networks for stabilizing voltage. Nevertheless, these
VAR Compensators do not appear to fully compensate for the issue that PG&E is experiencing with
continually increasing demand on its 230kV system. This particular issue appears to reside with the
PG&E corporate office rather than the plant, but it nevertheless appears to be important.

Conclusions:

Load growth in the geographic region around DCPP has resulted in voltage
fluctuations on the 230kV system. DCPP is planning to compensate for these
voltage fluctuations by installing VAR compensators in the 230kV switchyard on
site. However, this load growth has also necessitated that DCPP transfer some



nonessential 4kV loads to other power sources in order to maintain confidence that
the 230kV system will be able to supply vital loads when called upon. It appears to
the DCISC that the issue of 230kV system reliability extends beyond DCPP and also
may involve the PG&E corporate organization.

Recommendations:

None

3.7 Simulator Training on Anticipated Transients without Scram (ATWS)

The DCISC Fact-finding Team met with Ben Overton, Licensed Operator Continuing Training
Supervisor (Requalification) for a status update on Simulator Training on Anticipated Transients
without Scram (ATWS). Although the DCISC has frequently observed simulator training and graded
exercises, this is the Committee’s first discussion on this specific topic. The DCISC’s last observation
of Control Room Simulator Training was in January 2013, Reference 6.7, when it concluded:

The observed simulator training session presented a fast-paced, varied, and challenging
scenario. Actions taken by the operating crew appeared to be appropriate. DCPP should
consider occasionally running such scenarios on the simulator and allowing the operating
crews in training to observe how the plant responds without their intervention. This could
help reinforce the crews’ understanding of how the plant automatically responds
throughout such scenarios and could also reinforce the need for the timeliness
requirements (and benefits) of their responses.

As noted on the NRC’s Website, an ATWS is one of the “worst case” accidents. Such an accident
could happen if the scram system (i.e. rapid shutdown by dropping all control rods into the nuclear
reactor core, which provides a highly reliable means of shutting down the reactor) were to fail to
function when called upon during an event. Hence the term: “Anticipated Transients without
Scram.” The types of transients considered are those used for designing the plant, i.e. the design
basis.

Mr. Overton provided the Fact-finding Team copies of the following documents: DCPP’s Emergency
Operating Procedure (EOP) on ATWS: (EOP FR-S.1) Operations training schedule for the period:
June 1 through July 19, 2013, which listed ATWS training as both a classroom topic and as a simulator
topic Copies of the overheads pertaining to ATWS classroom training.

Mr. Overton briefly summarized the operator manual actions that would be taken in the event of an
ATWS:

Manually scram (trip) the reactor

Open the Reactor Trip circuit breakers

Drive in the control rods in auto or manual

Trip the main turbine, ramp down the turbine



Borate the Reactor Coolant System (RCS), i.e. add Boric Acid, which absorbs neutrons and
retards the nuclear reaction

The Fact-finding Team noted that for every action delineated in EOP FR-S.1, there was an
accompanying action prescribed in the procedure for the situation where the expected plant
response (scram, turbine trip, boration) did not occur.

Mr. Overton noted that, if an ATWS were to occur, the most limiting situation would be the
accompanying loss of Main Feed Pumps (MFPs), because this would be a loss of the main method
of removing heat from the reactor coolant system, i.e. providing feedwater to the Steam
Generators, which would continue to produce steam, which in turn would remove heat from the
Reactor Coolant System (RCS).

Conclusions:

DCPP includes both classroom and control room simulator training on Anticipated
Transients Without Scram (ATWS) as part of its Continuing Training Program for
Control Room Operators, and the training appeared to be appropriate.

Recommendations:

None

3.8 Used Fuel Update

The DCISC Fact-finding Team met with Larry Pulley, Manager, Nuclear Project Management,
and Mark Mayer, Reactor Engineering Supervisor to discuss the status of and plans for maintaining
storage of used nuclear fuel on site. The DCISC last reviewed this topic in April 2011, when it
concluded:

DCPP is proceeding with the continued movement of spent fuel from its Spent Fuel Pool to
the Independent Spent Fuel Storage Installation (ISFSI). It is ordering additional casks and
planning to construct more concrete pads to accommodate additional spent fuel at the
ISFSI. At the end of 60 years of plant life both the Spent Fuel Pool and the ISFSI will be full.

The history of spent fuel storage at DCPP has dictated a number of changes to its approach to this
matter over the years. During plant construction, the expectation for the management of used
nuclear fuel was that it would be stored for a short period on site, then sent off-site to be
reprocessed and reused. Accordingly, the DCPP’s expectation was that there would only be the
need for storing a modest amount of used fuel on site at any time, and the Spent Fuel Pools were
each arranged to accommodate 270 fuel assemblies.

As time passed, the reprocessing option did not materialize because of a change in national policy,
and the impact of the accompanying uncertainty regarding the increasing used fuel inventory on
site, in turn, led to the need to expand the used fuel storage capacities to 1,324 assemblies in each
pool.



However, national policy on this topic later became directed at the development of a national used
fuel storage facility at Yucca Mountain, Nevada, which was mandated to begin receiving spent fuel
in 1998. Recognizing that DCPP would indeed be able to have its used fuel shipped offsite, PG&E
returned the Spent Fuel Pools again to their original capacities of 270 assemblies in each pool.

In the ensuing years, the recognition that the future of Yucca Mountain as a repository for used
nuclear fuel was in jeopardy and that the future of off-site storage of used nuclear fuel was
uncertain, DCPP again expanded its used nuclear fuel storage capacity to 1,324 assemblies for each
pool, which are their current capacities. Also, a separate Independent Spent Fuel Storage
Installation (ISFSI) has been constructed on site for the dry storage of used fuel whose heat
production has decreased to acceptable levels, and the ISFSI began receiving used fuel in 2009.

The current status of used nuclear fuel at DCPP is as follows. There are about 300 spaces left in each
storage pool. Twenty-three casks at the ISFSI are each full and holding 32 bundles in each cask for a
total of 736 assemblies at the ISFSI. Another six casks (192 assemblies) will be loaded during
August/September 2013 and stored on the ISFSI.

Future plans are that from 2015 through 2025 there is expected to be a transfer campaign for used
fuel to be moved from the Spent Fuel Pools to the ISFSI in each of six of those 11 years. In one of
those years, five casks for each unit are planned to be loaded. In each of the other five years, four
casks for each unit are planned to be loaded.

Thus, when the 2025 loading is complete, the ISFSI will be storing 79 casks containing a total of
2,528 assemblies. Also, each spent fuel storage pool will have its inventory of used fuel reduced
from slightly over 1,200 assemblies currently to slightly under 800 in 2025..

Conclusion:

Plans are in place for reducing Spent Fuel Pool inventories and transferring the
used fuel bundles to the Independent Spent Fuel Storage Installation (ISFSI) in six
annual campaigns between 2015 and 2025.

Recommendations:

DCPP should perform an evaluation to determine the maximum number of used
fuel bundles on a per year basis it can move from the spent fuel pool into dry cask
storage at the Independent Spent Fuel Storage Installation (ISFSI), taking into
consideration various constraints. Such constraints include the following: the
thermal limits of the dry casks imposing a minimum threshold on the age of the
used fuel; the federal requirements on older used fuel surrounding newer used
fuel; the availability of dry casks; the building schedule of the storage pads;
coordination of refueling outages and dry casks loading schedules; and the
availability of plant staff and contractors for dry cask loadings.

5.1 Basis for Recommendation;



The Independent Spent Fuel Storage Installation (ISFSI) provides a safer method
for storage of used nuclear fuel assemblies than do the Spent Fuel Pools. The
recommended evaluation will provide an opportunity to compare current plans for
transferring used fuel against what could be physically possible.

3.9 Feedwater and Steam Generator Chemistry

The Fact-finding Team met with Ken Cortese, Manager, Nuclear Chemistry and Environmental
Services and John Knemeyer, Supervisor, Nuclear Chemistry Engineering. The DCISC last reviewed
this topic in January 2011, Reference 6.9, when it concluded the following:

The potential system leakage problems that could result from the iron and sulfate levels in
DCPP’s feedwater systems appear to present more of an operational reliability issue than
a nuclear safety issue. DCPP has been implementing extensive action plans to address
both issues. The DCISC does not need to examine this issue further from a nuclear safety
perspective in any near-term future Fact Finding trips, but should consider occasionally
(no more than annually) requesting DCPP to include a brief status on this topic as part of
its regular update on Operational Status at future Public Meetings.

DCISC’s Fact-finding Team was provided data on concentrations of impurities in DCPP steam
generators and feed water effective July 13, 2013 as shown below. These impurities are being
maintained at the levels of parts per billion (ppb):

(Concentrations in ppb) DCPP Goals (ppb)

Unit 1 Unit 2  

Steam Generator Blowdown Sodium 0.07 0.18 < 0.2

Steam Generator Blowdown Chlorides 0.11 0.13 < 1.0

Steam Generator Blowdown Sulfate 1.68 0.27 < 1.0

Final Feedwater Iron 1.94 2.29 < 3.0

Final Feedwater Copper 0.02 0.01 < 0.02

Even though Unit 1 sulfate concentration is extremely low (1.68 ppb), DCPP’s Chemistry group
pursued the anomaly. (A sulfate level of greater than 1.0 ppb is classified by the station as Needing
Improvement.) The higher than desired level of sulfates in Unit 1 was attributed to resin fouling in
the Unit 1 Condensate Polishers. DCPP’s monthly Plant Performance Improvement Report (PPIR)
for June 2013 noted that the Unit 1 resin was replaced during the second half of June, and that
sulfates decreased from 3.09 ppb to about 0.9 ppb at that time. This resin replacement combined
with concurrent steam generator blowdown was concluded to be the reason for the reduction in
sulfates.

The DCPP representatives noted that Feedwater (FW) iron had been a minor problem in Unit 1,
where concentrations had risen to the level of 3.2 ppb during June. The station’s goal for iron is <
3.0 ppb. The addition of polyacrylic acid, a remedy that is used within the industry, reduced Unit 2



FW iron content to below 3.0 ppm.

Conclusions:

DCPP has established high performance goals for feedwater and steam generator
chemistry and appears to be exercising effective control of feedwater and steam
generator water chemistry. A few recent issues related to Unit 1 Steam Generator
sulfates and Feedwater iron appear to have been effectively addressed. This topic
continues to be a reliability issue rather than a safety issue. Results in DCPP’s new
steam generators indicate no impact on reliability. Unless problems emerge in this
area, the DCISC should defer its next review of this topic until at least mid-2015.

Recommendations:

None

3.10 QV Audit of Chemistry Program Implementation

The Fact-finding Team met with Gloria Laut, Supervisor, Quality Assurance, to review the
Quality Verification QV) Department’s Audit of the DCPP Chemistry Program. This was the DCISC’s
first review of this topic.

The audit was conducted in accordance with the requirements of 10CFR50 Appendix B and the
Updated Final Safety Analysis Report (UPFSAR) Chapter 17. It also included an examination of the
Non-Radiological Environmental Program. The audit assessed, but was not limited to, the following
areas:

Quality Assurance Program

Conduct of Chemistry Operations

Chemistry Laboratory Practices

Chemistry Data Evaluation and Monitoring

Chemistry Instrumentation

Chemistry Sampling and Controls

Chemical Control

Primary Coolant Sources Outside Containment

The audit team utilized a “vertical slice” method for performing field observations. This method
consisted of observing all aspects of a task from assignment and initial discussion, to qualification
verification, task preparation, task performance, analyses, evaluation and reporting of results, and
handling of records. This afforded the team the opportunity to observe the implementation of plant
standards and expectations as well as the use of Human Performance error reduction tools. Team
members also examined and evaluated the condition of the sampling areas and laboratories during
their observations.



A “QV Challenge Board,” consisting of a Senior Consulting Engineer, QV Supervisor, and the
Director of QV, was formed to examine the conduct of and the results of the review and provide
input on areas to be reviewed, i.e. similar to a peer review. A plant peer evaluator and an industry
peer were also part of the team. The post-audit review meeting was attended by appropriate
supervisor, manager and director level personnel as well as by the Site Vice President. An
independent review group had examined the audit, and gave it high marks.

The audit team concluded that the DCPP Chemistry Program satisfied NRC’s regulatory criteria in
10CFR 50 Appendix B and DCPP’s Updated Final Safety Analysis Report Chapter 17. There were no
findings, and nine deficiencies, seven of which were in the non-radiological area. The two
deficiencies in the radiological area pertained to the existence of expired chemicals in the Primary
Chemistry laboratory and to a sampling procedure for Auxiliary Salt Water that lacked
documentation of the need to use a supplemental sampling pump when sample flow is not
available through the normal sampling method.

One area in which significant improvement was noted pertained to the use of the Corrective Action
Program (CAP) by chemistry personnel, including those at the technician level. This included
prompt identification, characterization, and documentation of problems, leading to analysis and
corrective action. The use of the CAP by chemistry personnel had been a deficiency in the 2011 audit
of the Chemistry and Environmental Protection Program Plan. The DCISC agrees that this is an
important performance issue because addressing problems through the Corrective Action process
reduces the likelihood of problems continuing to reappear.

Conclusions:

DCPP’s Chemistry Program implementation was favorably assessed by an
experienced and well-staffed team of auditors. There were no findings in the audit,
two deficiencies in the radiological chemistry area, and seven non-radiological
deficiencies. Chemistry technicians were recognized for their increased use of the
Corrective Action Program in identifying, documenting, analyzing, and solving
problems. Appropriate management personnel were in attendance at both the pre-
and post-audit conferences.

Recommendations:

None

3.11 Meeting with NRC Senior Resident Inspector

The Fact-finding Team met with Thomas Hipschman, NRC Senior Resident Inspector at DCPP.
This was the third meeting of this DCISC Fact-finding Team with Mr. Hipschman since his arrival on
site during the fourth quarter of 2012. Discussion took place on a number of topics, including the
following:

Mr. Hipschman noted that he would be available to make a presentation at the DCISC’s
upcoming Public Meeting on October 9/10, 2013. The Fact-finding Team familiarized Mr.



Hipschman with the process used by DCISC regarding Public Meeting presentations and
responding to questions raised by persons in attendance.

The Fact-finding Team was briefed on management staffing changes that are scheduled to
take place in NRC Region IV.

Regarding the new NRC Fire Protection Rule, it was noted that a two-year time frame will
apply for compliance, and this will involve DCPP obtaining approval of an amendment to its
Operating License.

DCPP is focused on enhancing the reliability of transformers in the switchyard. With regard to
a trip of Unit 2 due to failure of a lightning arrester, operators showed good patience in
returning the plant to power. They were not driven unnecessarily by a sense of urgency.

The State of California is interested in reducing the density of fuel bundles in the Spent Fuel
Pool. However, there are impediments to doing so that have not been fully analyzed at this
time.

Conclusions:

DCISC meetings with the NRC Senior Resident Inspector continue to be beneficial
with regard to sharing and understanding NRC and DCPP issues.

Recommendations:

None

3.12 Meeting Between Peter Lam, DCISC Vice Chairman, and Jim Welsch, DCPP Station
Director

Dr. Peter Lam, DCISC Vice Chairman, met with Mr. Jim Welsch, DCPP Station Director.
Discussion involved items related to this Fact-finding Trip and other topics of mutual interest.

4.0 Conclusions

4.1

It appears that DCPP has a well-structured, ongoing program of testing material
specimens that have been placed inside its reactor vessels to address the metal
hardening issues related to both the old and new NRC rules on Pressurized
Thermal Shock (PTS). Both reactor vessels have sufficient specimens to
demonstrate the capability of each reactor vessel to withstand the effects of PTS
through their 40-year licensed lifetimes as well as the proposed 20-year
extensions.

4.2

DCPP has devoted considerable attention and made substantial progress in
addressing issues in its Regulatory Excellence Action Plan pertaining to Substantive
Cross Cutting Issues. Progress has also been observed in the area of Safety System



Functional Failures (SSFFs), but performance has varied somewhat from year to
year. DCISC should review SSFF performance no later than mid-year 2014.

4.3

Three of the four problems that led to the determination of a site-wide issue in
non-conservative decision making appear to be directly tied to the maintenance
and understanding of DCPP’s design and licensing bases, which DCPP has been
working on to improve for a number of years. The fourth problem was apparently
due to a misunderstanding due to the difference between the station’s Emergency
Plan and Technical Specifications regarding the number of on-shift personnel who
are required to be qualified to wear a respirator. In response to these four issues,
the station has developed an extensive site-wide program whose apparent
objective is to ensure that no mistakes will ever occur. The DCISC should follow up
in a future Fact-finding Visit to review the conditions under which and the methods
by which station personnel are qualified to wear respirators including
demonstration of the individual’s ability to perform emergency functions while
wearing a respirator.

4.4

The loss of power to Unit 2 4kV Bus G during Refueling Outage 2R17 was clearly
avoidable and was due to a number of breakdowns in the planning and conduct of
a maintenance activity during a refueling outage. The impact on Unit 2 was
negligible because the Unit was defueled at the time and because Component
Cooling Water and Spent Fuel Pool Cooling remained operable. The station’s Root
Cause Evaluation of this event was extensive. The identified Root and Contributing
Causes are logical, but do not seem to reflect an examination of how Operations
personnel could have more effectively performed their roles as station leaders
during the execution of this outage activity.

4.5

The Units 1 and 2 4kV systems are fully operational with the vast majority of their
operational characteristics rated as Green (Healthy). The reliability of undervoltage
relays is a concern with respect to the likelihood of a 4kV system suffering
unnecessary trips if the power system were to experience a temporary voltage
drop while loaded. The station plans to remedy this situation by installing more
robust and reliable voltage relays during refueling outages 1R19 (Autumn of 2015)
and 2R19 (Spring of 2016).

4.6

Load growth in the geographic region around DCPP has resulted in voltage
fluctuations on the 230kV system. DCPP is planning to compensate for these
voltage fluctuations by installing VAR compensators in the 230kV switchyard on
site. However, this load growth has also necessitated that DCPP transfer some 4kV



loads to other power sources in order to maintain confidence that the 230kV
system will be able to supply vital loads when called upon. It appears to the DCISC
that the issue of 230kV system reliability extends beyond DCPP and also may
involve the PG&E corporate organization.

4.7

DCPP includes both classroom and control room simulator training on Anticipated
Transients Without Scram (ATWS) as part of its Continuing Training Program for
Control Room Operators, and the training appeared to be appropriate.

4.8

Plans are in place for reducing Spent Fuel Pool inventories and transferring the
used fuel bundles to the Independent Spent Fuel Storage Installation (ISFSI) in six
annual campaigns between 2015 and 2025.

4.9

DCPP has established high performance goals for feedwater and steam generator
chemistry and appears to be exercising effective control of feedwater and steam
generator water chemistry. A few recent issues related to Unit 1 Steam Generator
sulfates and Feedwater iron appear to have been effectively addressed. This topic
continues to be a reliability issue rather than a safety issue. Results in DCPP’s new
steam generators indicate no impact on reliability. Unless problems emerge in this
area, the DCISC should defer its next review of this topic until at least mid-2015.

4.10

DCPP’s Chemistry Program implementation was favorably assessed by an
experienced and well-staffed team of auditors. There were no findings in the audit,
two deficiencies in the radiological chemistry area, and seven non-radiological
deficiencies. Chemistry technicians were recognized for their increased use of the
Corrective Action Program in identifying, documenting, analyzing, and solving
problems. Appropriate management personnel were in attendance at both the pre-
and post-audit conferences.

4.11

DCISC meetings with the NRC Senior Resident Inspector continue to be beneficial
with regard to sharing and understanding NRC and DCPP issues.

5.0 Recommendations:

5.1

Reexamine the role that Operations personnel played and could have played to
avoid the loss of power to Unit 2 4kV Bus G during refueling outage 2R17.

Basis for Recommendation:



Operations personnel were involved at a number of stages in the planning for
replacing Unit 2 Bus G potential fuse UA-2. Although Unit 2 was shut down and
defueled, the Operations group nevertheless plays a key role in Unit status control.
It appears that this role could have been better exercised throughout the planning,
preparation, and execution phases for this maintenance activity.

5.2

DCPP should perform an evaluation to determine the maximum number of spent
fuel bundles on a per year basis it can move from the spent fuel pool into dry cask
storage, taking into consideration various constraints. Such constraints include the
following: the thermal limits of the dry casks imposing a minimum threshold on
the age of the spent fuels; the federal requirements on older spent fuels
surrounding newer spent fuels; the availability of dry casks; the building schedule
of the storage pads; coordination of refueling outages and dry casks loading
schedules; and the availability of plant staff and contractors for dry cask loadings.

Basis for the Recommendation:

The Independent Spent Fuel Storage Installation (ISFSI) provides a safer method
for storage of used nuclear fuel assemblies than do the Spent Fuel Pools. The
recommended evaluation will provide an opportunity to compare current plans for
transferring used fuel against what could be physically possible.
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1.0 Summary

The results of the September 10–11, 2013 fact-finding trip to the Diablo Canyon Power Plant in Avila Beach, CA are
presented. The subjects addressed and summarized in Section 3 are as follows:

1. Operating Experience Program Update

2. Unit 2 Reactor Coolant Pump Seal Failure Root Cause Evaluation

3. On-Line Maintenance Program

4. Once Through Cooling Update

5. Use of Social Media in the Emergency Response Organization

6. Containment Hatch Closure Capability

7. Office Seismic Safety Update

8. Training Observation: Mechanical Power Transmission Class

9. Observe Plant Health Committee Meeting

10. Plant Tour

11. Pressurizer Structural Weld Overlay Indication Update

12. Safety System Functional Failures Update

13. DCPP Fukushima Response Status

14. DCISC Member Meet with DCPP Senior Manager

2.0 Introduction

This fact-finding trip to the DCPP was made to evaluate specific safety matters for the DCISC. The objective
of the evaluation was to determine if PG&E’s performance is appropriate and whether any areas revealed
observations which are important enough to warrant further review, follow-up, or presentation at a Public
Meeting. These safety matters include follow-up and/or continuing review efforts by the Committee, as well as
those identified as a result of reviews of various safety-related documents.

Section 4 – Conclusions highlights the conclusions of the Fact-finding Team based on items reported in Section 3 –
Discussion. These highlights also include the team’s suggested follow-up items for the DCISC, such as scheduling
future Fact-finding meetings on the topic, presentations at future public meetings, and requests for future
updates or information from DCPP on specific areas of interest, etc.

Section 5 – Recommendations lists specific recommendations to PG&E proposed by the Fact-finding Team. These
recommendations will be considered by the DCISC. After review and approval by the DCISC, the Fact-finding
Report, including its recommendations, is provided to PG&E. The Fact-finding Report will also appear in the



DCISC Annual Report.

3.0 Discussion

3.1 Operating Experience Program Update

The DCISC Fact-finding Team (FFT) met with Herb Birnbaum, DCPP Operating Experience (OE) Coordinator,
and Stan Fumis-Lawrence, INPO Consolidated Event System (ICES) Coordinator and OE Backup, for an update on
the DCPP OE Program. The DCISC last reviewed DCPP OE in January 2011 (Reference 6.1) and April 2010 (Reference
6.2), when it concluded the following, respectively:

The station employs an extensive array of tools and methods for examining the applicability of industry
events to DCPP. Further review of this topic by the DCISC should be conducted on a case basis in which
DCPP experiences a significant event similar to one experienced earlier by another plant.

It appears that the Line Organizations are using Operating Experience (OE) appropriately. DCPP’s
screening of industry OE information appears to be continuing to function well. The Daily Report should
be valuable information to the Line Organizations as to current operating events. DCPP’s decision to
reduce its incoming OE screening staff to one person could hinder the entire OE function at the station.
The DCISC will follow up on this issue to evaluate whether this cutback has an impact on DCPP use of the
Operating Experience Program and also consider if this should be a DCISC concern.

Industry operating experience information comes from two primary sources:

1. INPO Consolidated Event System (ICES) [formerly Operating Experience]

2. Other, including NRC, industry vendors, etc.

The former has the most extensive collection of operating event information.

Mr. Birnbaum manages the OE Program and coordinates review of all OE documents. The Plant receives 15-20 OE
documents weekly from a variety of sources as listed above. These OEs are screened by Mr. Birnbaum who has
considerable experience at the station and in screening this material. The recipients of this information are
department Subject Matter Experts (SMEs) who review the material for specific applicability to their areas and
determine appropriate action. The process and requirements for reviewing, screening, disseminating, and
evaluating this industry OE are described and controlled by a plant procedure: “Assessment of Industry Operating
Experience.” In addition to receiving industry OE, DCPP also provides its own operating experience reports to
both NRC and INPO for others in the industry.

The DCISC Fact-finding Team (FFT) reviewed DCPP OE Program Health for the month of August. The health card
measures the following attributes:

NRC Industry Event Report (IER) Response Timeliness

IER Evaluation Quality

OE Evaluation Timeliness

ICES Report Timeliness

ICES Report Completion

OE Health had been Red (Unacceptable) for the past three months but had improved to Yellow (Needs



Improvement) due to all OE items reviewed by the Self-Assessment Review Board (SARB) being approved and
improvement in OE evaluation timeliness. In general, the OE performance trend has been improving. DCPP is
soliciting peer OE metrics and analysis in order to establish best practices and industry alignment. DCPP is also
reviewing industry performance on ICES metrics to identify top performers and has initiated telephone/e-mail
benchmarking to gain insight into becoming a top industry performer.

The OE Group sends out to supervisors a weekly status report of open OE evaluation tasks. This is to assist them
in monitoring their groups’ OE status and to increase awareness to achieve high performance sustainability. The
DCISC FFT reviewed the report and concluded that it was both easy to understand and useful.

Conclusions:

The DCPP Operating Experience Program is well established and, though below DCPP’s desired
goal in performance, is improving. DCPP is taking actions to benchmark industry best
performance and practices and incorporate them.

Recommendations:

None

3.2 Unit 2 Reactor Coolant Pump Seal Failure Root Cause Evaluation

The DCISC Fact-finding Team met with Eric Nelson, Project Manager, to review the Root Cause Evaluation (RCE)
for the Unit 2 Reactor Coolant Pump No. 2 (RCP 2-2) seal failure. The DCISC last reviewed this item in April 2013
(Reference 6.3) when it concluded the following:

DCPP has performed a Root Cause Evaluation of the Unit 2 Reactor Coolant Pump seal failure, and the
DCISC should review it when it has been completed.

In February 2013, while taking Unit 2 off-line for the 2R17 Refueling Outage, operators determined that the RCP 2-
2 seal had a problem based on seal leakoff high flow alarms. Subsequent inspection revealed a significant amount
of boric acid crystals on the pump splash guard. Seal disassembly and inspection performed during the outage
determined that all 12 of the seals (three for each of the four pumps) had damage that exceeded the rejection
criteria. Most seal parts were replaced and an RCE was initiated which resulted in the following two sub-problem
statements:

1. Foreign material was transported from the Reactor Coolant Drain Tank (RCDT) drain header into the RCP
seal packages, damaging the No. 2 and 3 seals in RCPs 2-1 and 2-2.

2. Foreign material was transported into all four RCP seal packages from the Seal Injection System (SIS) and/or
unfiltered Reactor Coolant System (RCS), damaging all seals in all four RCPs.

The RCE Team performed a Comparative Timeline Analysis, Fault Tree Analysis, and an Event and Causal Factors
Analysis. The root and contributing causes were identified as follows:

Root Cause for Sub-Problem 1:

Inadequate procedural guidance and unclear coordination between applicable procedures, associated with
properly aligning the RCDT prior to draining the Pressurizer Relief Tank (PRT), given the system’s low
margin/high sensitivity to pushing water into the RCP seals during this evolution.

Corrective Actions for Sub-Problem 1:



1. Revise the Unit 1 & 2 RCDT/PRT draining procedures to ensure there is a clear coordination between the two
procedures and that the RCDT is vented to the Containment atmosphere prior to draining the PRT to the
RCDT.

2. Add a precaution and limitation step that details the sensitivity of the plant configuration to back-flowing
water into the RCP seals and implement a design modification to eliminate the potential for a pressure/level
increase in the RCDT to result in the backflow of liquid from the Containment drain header into the No. 2
RCP seals.

3. Provide OE training on the event for Operator Continuing Training and update operations initial training on
the event.

Contributing Causes for Sub-Problem 1:

1. Limited understanding by Operations personnel regarding RCDT operations and their impact on
interconnected systems.

2. Failure to implement the timely installation of a design modification to prevent backflow into the No. 2 RCP
seal leakoff lines. The original request was made in 2001, but technical challenges had delayed
implementation.

Root Cause for Sub-Problem 2:

Poor historical Foreign Material Exclusion (FME) practices that allowed foreign material into the SIS
downstream of the seal injection filters.

Corrective Actions for Sub-Problem 2:

1. Perform a flush of the SIS lines in Outage 2R17 from the seal injection filters up to all four RCP seal inlet
flanges while opening all available drain lines.

2. Revise procedures that allow seal injection to be secured when the RCPs are not back-seated to add a
precaution and limitation step detailing the potential impact of securing seal injection while the RCPs are
not back-seated.

Contributing Causes for Sub-Problem 2:

1. Various system transients entrained foreign material and transported it into the various seal packages.

2. Inadequate SIS flush during Outage 2R16.

3. Unfiltered reactor coolant was transported to the RCP seal packages when seal injection was secured with
the RCPs not on their back-seats.

The foreign material was diverse, and the RCE Team concluded that its sources were also diverse, e.g.,
maintenance, modifications, and open RCS (i.e., refueling cavity).

The DCISC FFT concluded that the RCE was comprehensive, correctly identifying the root cause and contributing
causes. Corrective actions appeared appropriate and effective to prevent recurrence. The DCISC should follow up
on the corrective actions in a future fact-finding visit as well as review the DCPP effectiveness review when
completed.

The FFT learned that seals of a new design will be installed in the R20 outages. Though susceptible to this same



event, they have better resistance to loss seal injection and longer operating life.

Conclusions:

DCPP responded properly to the failure of the seals in its Unit 2 Reactor Coolant Pumps in
Outage 2R17 by replacing most seal parts and initiating a Root Cause Evaluation. The
evaluation appeared comprehensive, correctly identified the root and contributing causes, and
specified appropriate corrective actions to prevent recurrence. The DCISC should follow up on
DCPP’s corrective actions and effectiveness review.

Recommendations:

None

3.3 On-Line Maintenance Program

The DCISC Fact-finding team met with John McDonald, Work Control Manager, and Brad Hines, Operations
Planning Manager and Outage Planning Manager, for an update on DCPP’s On-Line Maintenance (OLM) Program.
The DCISC last reviewed On-Line Maintenance in January 2012 (Reference 6.4) when it concluded the following:

DCPP’s Safety Monitor computer program for managing on line risk is fully functional and supports
station activities by being able to determine the risk, measured by core damage frequency, that would
result from removing different equipment from service at the same time during plant operation. DCPP
effectively used Safety Monitor to manage online risk throughout 2011. This topic should be removed
from DCISC’s Open Items List, and future DCISC reviews of this topic should depend upon issues that
might emerge.

The DCISC has been following OLM for a number of years as DCPP has been engaged in replacing its
computerized ORAM (Outage Risk Analysis – Maintenance) program, a qualitative on-line risk assessment
program with Safety Monitor, a quantitative computer program for on-line risk assessment. Safety Monitor is
now fully functional and is widely used in the plant. About 20 to 25 people develop information that is input into
Safety Monitor, and an even larger number are users of the output. Components scheduled to be taken out of
service are input into the program, along with the desired time period during which the work is intended to be
performed. The main benefit of Safety Monitor is that it not only provides an indication of risk (i.e. reactor core
damage frequency) presented by taking specific equipment out of service, it also calculates the core damage
frequency resulting from removing a number of different pieces of equipment at the same time. The computer
program displays the aggregate risk presented by the postulated work plan. This calculated risk is also displayed
in a color context of Green, Yellow, Orange, or Red, with Red being the greatest risk. Using this information, work
planners are able to schedule equipment outages at times that will control risk to desired levels by keeping the
individual and aggregate risks in the Green band.

The level of DCPP’s use of OLM has not changed significantly since the last DCISC review in January 2012;
however, its use of risk assessment had been expanded substantially in February 2012 with the formation of the
DCPP Integrated Risk Management Team. DCPP uses two procedures to determine Maintenance risk:

1. Procedure AD7.DC6, “On-Line Maintenance Risk Management”

2. Procedure MA1.DC11, “Assessment of Maintenance Risk”

On-Line Maintenance Risk Management

DCPP uses a 12-week rolling maintenance outage window (MOW) for its pre-planned maintenance OLM. By



knowing which equipment is to be taken out of service 12 weeks ahead of time, DCPP can determine the relating
risk of core damage. DCPP has rules on what levels of risk are acceptable during maintenance work windows. Risk
is minimized by the following rules:

Performing only those maintenance items on-line required to maintain the reliability of the component.

Limiting the number of at-power MOWs in an operating cycle.

Minimizing the total number of items out-of-service (OOS) at the same time.

Minimizing the risk of initiating plant transients, which could affect safety systems.

Avoiding higher risk combinations of items OOS by using Probabilistic Risk Assessment ({PRA) insights.

Risk assessment includes both internal and external factors as follows:

Internal Risk Examples

Fire

Flooding

High and medium energy pipe breaks

External Risk Examples

Risks affecting off-site power

Peak power demand

Fires threatening power lines

Severe storms

Trip risks

High ocean swells

Lightning strikes

Seismic and tsunami risks

Unusual ocean conditions (e.g., jellyfish entrainment)

Assessment of Maintenance Risk

Whereas the above OLM Risk Management is focused on nuclear safety for on-line maintenance, DCPP performs
integrated risk management associates with all sensitive work activities for all modes of operation, including
outages and for the following types of risk:

Industrial Safety

Nuclear Safety

Radiological Safety

Chemistry and Environmental Safety

Regulatory Compliance



Security

Maintenance risk in the above areas is overseen by the newly created Integrated Risk Review Team (IRRT), which
is composed of individuals from each of the listed functions. The IRRT meets weekly to screen and review new
types of work and recurring work where the scope has changed. Recurring work has been pre-screened by risk
factor in the procedure as follows, including actions required to accommodate the risk level:

Low Risk

No additional actions required – follow station policies and procedures

Medium Risk

Follow station policies and procedures

Perform and document a look-ahead analysis

High Risk

Follow station policies and procedures

Perform and document a Rick Management Plan

Obtain review and approval from all department involved

Prepare risk briefing materials and management oversight

Obtain approval from the Risk Management Challenge Board

Hold and document a post-job critique

Very High Risk

Implement the actions above for Medium and High Risk work

Perform contingency planning

Obtain review and approval from a Readiness Review Board (chaired by a Director)

Hold and document a post-job critique

Specific criteria are provided in the procedure are specific examples in each category. Work items not included in
the pre-screened list are reviewed with a “Probability of Occurrence and Consequence Evaluation” worksheet.
The DCISC FFT reviewed the two following three worksheets and found them acceptable:

1. Unit-1 STP M-21A Functional Test Main Turbine Trip

2. Starting the DC Lube Oil Backup Pump/Bumping the Turbine Trip Block Lever

3. Unit 2 Functional Test – Main Turbine Trip

The risk management process uses the following phases:

1. Phase 1: Risk Classification

2. Phase 2: Assess the Risk

3. Phase 3: Prevent and Mitigate the Risk

4. Phase 4: Implementation of Work



Processes are also included for the following types of work:

1. Recurring Task Risk Evaluation

2. On-line Emergent Work Risk Assessment

3. Outage Emergent Work Risk Assessment

4. Performing Work on Protected Equipment

5. Entering a Protected Area to Perform Nonintrusive Work

Program health for both programs was Green (good) as shown on the following charts:

The DCISC FFT reviewed examples of both pre-screened and non-pre-screened maintenance work and found
them acceptable.

Conclusions:

DCPP On-Line Maintenance Risk Management and Integrated Maintenance Risk Management
appeared to be strong processes in determining and controlling the risk of maintenance work
involving removing equipment from service to perform maintenance on and in working on or
near sensitive equipment. Program health was Green (good).



Recommendations:

None

3.4 Once Through Cooling Update

The DCISC Fact-finding team met with Bryan Cunningham, Supervisor of Environmental operations, for an
update on the issue of replacing DCPP’s once-through cooling system with alternative systems. The DCISC
recently reviewed a Bechtel report on once-through cooling at its September 4, 2013 Public Meeting (Reference
6.5), as discussed below, and last reviewed this topic with DCPP personnel at a fact-finding meeting in September
2012 (Reference 6.6) when it concluded the following:

A contractor [Bechtel Corporation] working under the aegis of the SWRCB has completed the first of two
phases of examining alternatives to once through cooling at DCPP. Many options were considered and
eliminated in Phase 1, and a smaller number have been selected for review in Phase 2. All of these
remaining options would require major changes to the site, lengthy shutdowns of the two units, heavy
capital expenditures, and potentially adverse impacts to operational safety. The DCISC intends to follow
this issue over the next year or more and to review the operational safety implications of any proposal
that would replace OTC with a different technology.

The State of California regulates the use of Once-Through-Cooling (OTC) through the State Water Resources
Control Board (SWRCB). OTC is a method of cooling that draws water from a large body (e.g. the Pacific Ocean)
and pumps it through heat exchangers where it absorbs the heat from other systems and is returned to and gives
up its heat to the same body from which it was initially drawn. In DCPP’s case, the station draws water from the
Pacific Ocean, pumps it through the main condenser in which it condenses steam (that had been used to spin the
turbine generators, as well as a variety of other much smaller heat exchangers, and is now “spent”) into water so
that the water can be pumped back to the steam generators in a closed loop. In the steam generators, this same
water is reheated to steam by the reactor coolant system, which is a separate closed loop. The water coming
from the Pacific Ocean returns in a warmed condition back to the Pacific, where it gives up its heat to the Pacific.
The OTC system impacts fish and other living organisms that are drawn into the intake or that live in the warmed
ocean water.

California adopted a new OTC-Policy in October 2010, which requires users of OTC to examine alternative cooling
methods to reduce or eliminate the environmental effects the OTC system is having on the Pacific. The state
policy acknowledges the special contributions that nuclear plants make to the environment and to the electric
generation system in that the plants are not producers of greenhouse gases and they provide a reliable base load
of electric generation. Nevertheless, the policy requires that each nuclear generating station evaluate alternatives
to OTC by comparing the alternatives to OTC against current OTC from the standpoints of environmental
protection, safety, and economics, which includes reliability and availability of electric generation. The SWRCB
will review the results of the evaluations, and it has established a special Nuclear Review Committee to oversee
the special studies being performed by California’s nuclear utilities, who have engaged third-party contractors to
perform these studies.

The following paragraphs in italics are excerpts from the September 5, 2013 DCISC evaluation of Bechtel’s
evaluation.

In early 2011, the California State Water Resources Control Board appointed a special committee, a “Review
Committee to Oversee Special Studies for the Nuclear-Fueled Power Plants Using Once-through Cooling” (the
“Review Committee”) to assist it in evaluating various technical options that might be used to replace or reduce the
environmental impacts of once-through cooling (OTC) at the two nuclear power plants along California’s Pacific



coast, Diablo Canyon and San Onofre. To discharge its charter, the Review Committee requested the two companies
then operating those nuclear power plants, Pacific Gas and Electric Company and Southern California Edison
Company, to contract for a technical evaluation.

Bechtel Power Corporation was selected as the contractor, and its technical work is the subject of the evaluation
here. Specifically, Bechtel published a preliminary study in November 2012 (Reference 6.7), and then in August 2013
published a follow-up technical study (Reference 6.8) that extends their earlier work in more detail. The current
study remains at the conceptual level but contains sufficient details to reach some high-level conclusions on the
nuclear-reactor-safety issues. The level of design detail remains insufficient to assess the impact of the potential
design changes on the plant reliability and frequency of trips and forced outages, and to assess potential safety
impacts that could occur during or after construction of the modified cooling systems.

During its meeting on August 13, 2013 in Sacramento, the Review Committee made a request of the DCISC. The specific
request was that the DCISC provide a technical evaluation of the nuclear-reactor-safety issues associated with seven
alternative cooling technologies or modifications to the existing once-through cooling system for DCPP. The DCISC’s
evaluation has concentrated on Bechtel’s second report (Reference 6.8), but has also relied in part on Bechtel’s
earlier work in Reference 6.7 as a source of important technical information.

The SWRCB Review Committee reviewed Bechtel’s report, and based on criteria that are beyond our scope here, the
Review Committee directed Bechtel to narrow the options to seven that were to be evaluated further. In the next
phase of Bechtel’s work (Phase 2), more detailed conceptual designs and engineering analyses were completed for
each of these seven options, and Bechtel also performed a review of the relevant nuclear-reactor-safety issues for
each. A cost study is also part of Bechtel’s Phase 2 work, but evaluating it is outside of the DCISC’s scope.

The seven technologies are as follows:

Inshore mechanical (active) intake fine mesh screening systems

Offshore modular wedge wire systems

Closed-cycle cooling systems (5 different approaches):

Passive draft dry/air cooling

Mechanical (forced) draft dry/air cooling

Wet natural draft cooling

Wet mechanical (forced) draft cooling

Hybrid wet/dry cooling

Providing reliable and effective cooling is an important aspect of the overall safety of a nuclear power plant’s design,
and, as noted above, the DCISC’s concern here was to evaluate the implications of a change in cooling technology on
the overall nuclear-reactor safety at Diablo Canyon.

As noted above, in Bechtel’s recent report (Reference 6.8) the Bechtel team has performed an assessment of the
nuclear-reactor safety of each of the seven alternative cooling options that might replace OTC at Diablo Canyon.
Bechtel based its assessment on a set of criteria specified by the Review Committee. This set of criteria, called in the
Bechtel report “Criterion 10,” covers eight “areas of NRC interest,” against each of which the assessment was
performed. The NRC regulation 10 CFR 50.59 (Reference 6.9) is a major basis for these criteria. Diablo Canyon’s Final
Safety Analysis Report Update (Reference 6.10) is cited by Bechtel as one of the major regulatory documents used by
the NRC and the plant to document the plant’s safety analyses.



The eight areas are:

Seismic issues

Operability

Transient analyses

Nuclear fuel (accident analyses)

Single failures

Hydraulic design

probabilistic risk assessment

Instrumentation controls and alarms

With two exceptions the seven cooling alternatives proposed by Bechtel would be independent and separate from
the Ultimate Heat Sink (UHS), and thus should normally have no adverse impact on nuclear-reactor safety from the
UHS standpoint. The two exceptions are the following options:

Inshore mechanical (active) intake fine mesh screening systems

Offshore modular wedge wire systems

We are also concerned about a third issue:

Effects of construction/installation on Auxiliary Saltwater System (ASW)/UHS

The first two alternative cooling options both utilize the current OTC intake cove and intake structure, which also
house the ASW System, part of the UHS. At this stage it appears that these two options would affect the UHS, but
final design and analysis would be necessary to permit a determination of the significance. The third item,
construction/installation, could adversely impact ASW/UHS, which concerns the DCISC at this conceptual stage. We
believe that compensatory measures would likely be taken; however, we reserve final judgment until more is known
about this impact.

The DCISC agrees that the alternative cooling systems would not adversely affect the FSARU accident analyses
provided that the ASW/UHS is not affected by the proposed alternative cooling system, which appears to be the case
based on Bechtel’s conceptual studies performed to date, but the reliability of this non-safety related equipment
may affect the frequency of plant trips and equipment failures that require safety-related equipment to function in
order to prevent or mitigate accidents. Insufficient information is available to answer the question of whether the
alternative cooling systems might affect the frequency of accident initiating events.

Mr. Cunningham reported that the final Bechtel report would be completed on September 18, 2013. It will include
the following:

1. Can alternative cooling be done at DCPP (based on 15-20% of design)?

2. What would be the cost?

3. Is the environmental impact worth it?

The concern of the DCISC is the operational nuclear safety of the DCPP plant, which is narrower than the broad
set of issues being considered by the SWRCB. The DCISC’s plan is to follow the evolution of this issue over the
next year or more, and to do our own independent evaluation of the safety implications of any proposal to modify



the current OTC system.

Conclusions:

The DCISC has reviewed the interim Bechtel evaluation on the nuclear safety impacts of
alternatives to DCPP’s existing once-through cooling system; however, no concrete conclusion
was reached on nuclear safety. Both Bechtel and the DCISC believe that more information is
needed to make a final assessment. The DCISC should continue to follow this issue.

Recommendations:

None

3.5 Use of Social Media in the Emergency Response Organization

The DCISC Fact-finding Team met with Blair Jones, Senior Manager, External Communications; Tracy Vardas,
DCPP Emergency Planning; and Dustin Hoffman (by phone), PG&E Social Media Coordinator and trained Public
Information Officer, to discuss PG&E’s use of social media in emergencies. The DCISC last reviewed DCPP social
media use at its Public Meeting in June 2012 (Reference 6.11) at which time DCPP was reviewing its possible use of
social media.

PG&E developed its social media strategy in 2010, considering 15 “channels” with primary emphasis on each of the
following channels for particular applications.

Twitter

Facebook

Linked-In

You-Tube

Google

PG&E Website

For crises PG&E uses primarily Twitter, because of its immediacy and focus, to direct recipients to the PGE.com
website for more information. And in the DCPP Joint Information Center (JIC) the company relies on Twitter and
Facebook for intelligence and feedback. In a recent 2013 drill DCPP practiced sending messages via social media,
and the San Luis Obispo (SLO) County published Tweets. In the November 2012 drill SLO County Tweeted about
the drill from the JIC and used Twitter for rumor control and to advise of “Precautionary relocations of
individuals.” In the upcoming October 30, 2013 emergency exercise DCPP will begin using actual social media in
preparation for its 2014 evaluated emergency exercise. Past experience in the JIC indicates that it can take up to
90 minutes to get the first news release out from declaration of an emergency; however, use of social media
would permit earlier release of selected information.

The DCISC noted in the discussion that it would be valuable to use the capabilities of social media to provide a
wider range of information to specialized audiences during an event. In particular, providing a source of
information for independent technical experts, such as university faculty, to assess the event, could be valuable
because the media usually seeks their independent assessments of events and these assessments could be more
accurate if appropriate technical information were available.

Conclusions:

PG&E and DCPP are beginning to use social media to release information about emergency



situations, primarily to direct the public to the PGE.com website for additional information. The
DCISC Fact-finding Team believes that this is a good start and that social media is a useful tool
to share information, manage rumors, and allow feedback during emergencies. The DCISC
should continue to follow this effort, particularly with respect to developing the capability to
provide appropriate types of information to different audiences, including independent
technical experts who may be asked to provide assessments of the event.

Recommendations:

None

3.6 Containment Hatch Closure Capability

The DCISC Fact-finding Team met with Mike Hedgecock, Containment Program Manager, and Peter
Swanson, Design Engineering Civil Engineer, to discuss the ability to close the Containment hatch during and
following a design basis earthquake. The DCISC last reviewed this subject in April 2013 (Reference 6.12) when it
concluded the following:

DCPP has a good procedure for post-earthquake actions regarding damage identification and system and
component readiness both during outages and operation. The plant also has a satisfactory procedure for
assuring the emergency closure of Containment penetrations, especially the large equipment hatch,
during outages; however, there is a question regarding the seismic capability of the system for
supporting an equipment hatch that is open and thus being able to close it following an earthquake. The
DCISC should follow up on this item at a future fact-finding meeting.

DCPP’s Containment equipment hatch is usually open during outages for Containment atmosphere cooling and
movement of large equipment into and out of Containment. Emergency closure of the Containment equipment
hatch and other penetrations is controlled by Procedure AD8,DC54, “Containment Closure,” which is used for
establishing closure if RHR is lost, there is a spent fuel accident, or in the event of a severe weather warning for
the site. Containment closure capability is to be maintained any time fuel is in the reactor and the RCS is not
intact. The required time for achieving closure is determined by Operations based on the existing plant status and
any events occurring as well as on the time-to-boil for Reactor Vessel coolant. Containment closure drills are
performed early in each refueling outage. A Containment Closure Team, as directed by the Containment
Coordinator, is established when closure-requiring conditions are possible. When the RCS is open, DCPP requires a
Closure Team to be available on short notice to close the hatch within the required time. The team performs drills
each outage, and they and their tools are staged nearby.

The DCISC FFT asked about Containment equipment hatch closure following an earthquake, specifically whether
the device (rollers on an I-beam suspension system) supporting the open hatch was seismically qualified, such
that it would be functional following an earthquake. DCPP analyses show that the open Containment hatch and
support system are designed to not adversely affect safety-related equipment but may not be specifically
designed to remain functional during or following an earthquake. Although the probability is small of an
earthquake of high enough magnitude to adversely affect the hatch mechanism during an outage, it is a concern
of the DCISC FFT. The following were presented regarding the capability to close the hatch:

The equipment hatch dome cover and the equipment hatch monorail system, including supporting beam,
brackets, and guide legs meet SISI (Seismically Induced System Interaction) criteria without failure.

The movable concrete equipment hatch shield is a Design Class II structural component. The shield and its
support assemblies are seismically qualified in both the open and closed positions.

Equipment Hatch FLOCs: Quality Class “Q,” Design Class II.



Monorail FLOCs: Quality Class “N,” Design Class II.

The Containment equipment hatch monorail is not seismically qualified; however, it is in the SISI program.
The monorail and its associated components are QA Class “N” and Design Class II.

This information represents a robust design; however, it does not answer the question: “Does the Containment
equipment hatch have the ability to be closed within the procedurally required time following a design basis
earthquake?” The DCISC FFT asked Pete Bedesem, DCPP Liaison with the DCISC, to provide an answer to this
specific question. Mr. Bedesem initiated a Corrective Action Program Notification to formalize the request in the
plant and track the answer. The DCISC should follow up on this item.

Conclusions:

DCPP provided the DCISC Fact-finding Team with the seismic design capabilities of the
Containment equipment hatch; however, further study is needed by DCPP to determine if the
hatch can be closed with in the procedurally required time following a design basis earthquake.
The DCISC should follow up on this issue.

Recommendations:

None

3.7 Office Seismic Safety Update

The DCISC Fact-finding Team met with Ken Pazden, DCPP Facilities Manager, and Craig Murry, Project
Manager, for an update on DCPP’s Office Seismic Safety Program. The DCISC last reviewed this item in April 2013
(Reference 6.13) when it concluded the following:

DCPP’s newly issued Personnel Seismic Safety Action Plan is impressive in its comprehensiveness,
objectives and completion dates, and accountability. The DCISC Fact-finding Team recommends that it
be included as an agenda item in the DCISC October Public Meeting.

DCPP representatives had visited several educational, research, and production facilities located in California to
benchmark their office seismic safety programs. The results of this effort were the bases for the following two
documents, which formed the basis for the fact-finding discussion:

1. DCPP Personnel Seismic Safety Action Plan Dated September 10, 2013

2. DCPP Standards for Bracing Office Furniture, Cabinets, and Storage Racks, Draft

The Action contained the following objectives (along with status and expected completion dates):

1. Objective 1: Evaluate and correct conditions in pathways associated with Time Critical Operations and Fire
Fighting Actions – complete.

2. Objective 2: Implement a benchmark plan of other facilities in seismic regions for best practices – complete.

3. Objective 3: Development of a Seismic Office Safety Guidance Document – essentially complete, expected
completion September 20, 2013.

4. Objective 4: Train station personnel on the requirements of Seismic Office Safety – mostly complete,
expected completion October 15, 2013.

5. Objective 5: Conduct Area Owner walk downs of the facility: partially complete – expected completion
January 31, 2014.



6. Objective 6: Tracking process for resolution of deficiencies identified – expected completion June 26, 2014.

This is good progress. The standards document was essentially complete and would be issued on time by
September 20, 2013. It defines when to brace office furniture, file cabinets, bookcases, and storage racks. All
existing and new items meeting the following criteria must be braced or restrained:

All storage cabinets and book cases over five feet high

All storage cabinets and book cases that can be easily tipped

All storage cabinets over four feet high with unrestrained roll out drawers

All storage cabinets with a high center of gravity (i.e., the majority of the weight is in the upper half of the
cabinet)

All storage cabinets or racks mounted on wheels greater than five feet high must be restrained

Open bookshelves greater than four feet high must have restraints to prevent shelf contents from falling

The plan included an earthquake hazards checklist for guidance. The DCISC FFT believed that the Action Plan was
appropriate.

Conclusions:

DCPP is making good progress on its Office Seismic safety Program with benchmarking of other
facilities, completion of standards for bracing and restraining of hazardous furniture items,
development and implementation of an impressive Action Plan. DCPP expects completion of
corrective actions by January 31, 2014. The Fact-finding Team recommends a presentation by
DCPP at the February 2014 DCISC Public Meeting.

Recommendations:

None

3.8 Training Observation: Mechanical Power Transmission Class

The Fact-finding Team met with Tim Wing, Mechanical Maintenance Instructor, in the Maintenance Training
Facility, to observe Mechanical Power Transmission Training. The DCISC last observed Maintenance training in
April 2013 (Reference 6.14) and it concluded:

The DCPP Mechanical Maintenance Training on rotating equipment shaft alignment, observed by the
DCISC, appeared comprehensive and effective. The instructor was knowledgeable, and class materials
were appropriate.

This training was part of the Mechanical Apprentice Training, Basic Tools and Shop Equipment Course,
Fundamentals of Mechanical Power Transmission. The DCISC FFT received and reviewed a copy of the course
manual. The manual contained segments on the following items:

Classroom Personnel Safety

Human Performance Error Prevention Tools

Types of Mechanical Power Transmission Drives

Belt Drives

Chain Drives



Gear Drives

Coupling Drives

Shaft Drives

Maintenance, Preventive Maintenance, and Installation of the Types of Drives

Troubleshooting Drives

The course was a combination of classroom and hands-on training. The DCISC FFT observed a hands-on session
for changing, aligning, and tensioning belts on a belt drive.

Conclusions:

The DCPP Mechanical Maintenance Course on Mechanical Power Transmission appeared to be
well prepared with good materials, appropriate for the type of students enrolled, and
effectively instructed.

3.9 Observe Plant Health Committee Meeting

The DCISC Fact-finding Team observed the September 11, 2013 Plant Health Committee (PHC) meeting. The
DCISC last observed a PHC meeting in December 2012 (Reference 6.15) when it concluded the following:

DCPP’s Plant Health Committee (PHC) is focused on DCPP plant health by having regular meetings on
identifying and taking actions to improve system health. It is appropriate that the PHC recognizes the
impact of unhealthy systems on plant safety via Probabilistic Risk Assessment (PRA) and gives priority to
systems that are the most significant contributors to plant safety. The DCISC should continue to monitor
system health and the actions of the Plant Health Committee.

The PHC is governed by DCPP Procedure OM4.ID16, “Plant Health Committee” and is a management team
responsible for:

Continual review of system and program health issues

Routinely monitoring the status of plant health issues on the plant health issues list for action status and
completion

Routinely monitoring the status of the system health tactical list

Review and approval of action plans to address plant health issues that originated from system health
reports, maintenance rule, operator workarounds, program health reports, emergent issues, and others
deemed important to monitor

Review and monitoring of plant health issue plans that are presented to the PHC

Membership and expected attendance is as follows:

Plant Health Committee Chairman and Facilitator (currently the Station Director)

Project Engineering Manager

Operations Director

Engineering Director or Senior Director

Maintenance Director



Outage Management Director

Reliability Engineering Supervisor

Administrative Support Person

Others are invited to the meetings as appropriate.

Plant health issues that require PHC review include:

Issues that result in a red or yellow (unacceptable health) system health color (reviewed at least every six
months)

Programs that are rated red or yellow health color (reviewed at least every 6 months)

Equipment performance issues that result in a red or yellow component health color

Issues that result in a Maintenance Rule (a)(1) system

Chronic system, program, or component health problems

Issues that require special management attention or extensive resources to address

High Critical (1A) Preventive Maintenance deferral requests and appeals

The agenda for this meeting included the following:

1. Safety Minute

2. Reviewed Purpose and Desired Outcomes

3. Assign a Scorecard Scribe

4. Review and Approve Minutes from last meeting

5. Residual Heat Removal System – Action Plan following an Apparent Cause Evaluation Review by the
Corrective Action Review Board and Review of the System Health Card by the System Engineer.

6. Preventive Maintenance Deferral on Various Electrical Panels

7. Action Item Review – all actions had been completed

8. Meeting Evaluation

The meeting was run effectively and efficiently. Presentations were well prepared, discussions were focused, and
decisions well founded.

The chart below shows system health from the standpoint of the number of systems with Red or Yellow health
for longer than one refueling cycle. There are currently eight unhealthy systems of which two (4kV for degraded
voltage and Emergency Diesel Generators [EDG] for load margin) have been unhealthy for greater than one
refueling cycle. The schedule for regaining health is as follows:system Health - Average Red/Yellow Systems

System Return to Health Schedule

EDG (Increase Load Margin) September 2014

Containment Fan Cooler Unit Couplings 1R18/2R18

4kV Degraded Voltage Protection 1R19/2R19

230kV System – Increase Grid Capacity November 2016



Conclusions:

DCPP’s Plant Health Committee meetings continue to be effectively and efficiently managed.
Actions to regain the health of unhealthy systems are addressed swiftly and concretely.

Recommendations:

None

3.10 Plant Tour

The DCISC Fact-finding Team met with Bob Muroc, Operations Senior Reactor Operator, for a tour of DCPP.
The DCISC last toured DCPP in March 2013 (Reference 6.16) with the Condensate System Engineer and observed
the following:

The Fact-finding Team accompanied the System Engineer on a walkdown of the major components of
the Unit 2 CS. Unit 2 was in a refueling outage with CS shut down. The CS appeared in good condition,
considering outage work in-progress. The plant overall appeared orderly and clean. The Fact-finding
Team received and reviewed the System/Component Walkdown Checklist that the System Engineer had
used on January 8, 2013. The checklists were comprehensive and completed properly by the System
Engineer with no significant problems noted.

The general plant tour included the following items/areas:

Turbine/Generator Deck

Control Room

Condenser

Emergency Diesel Generators

Electrical Switchgear Room

Seismic Instrumentation and Detectors

Storage of B.5.b (Greater than design basis) emergency items

Main and Auxiliary Transformers



Both units were operating at full power. The plant appeared clean and orderly.

Conclusions:

The DCISC Fact-finding Team found the plant clean and orderly on its tour.

Recommendations:

None

3.11 Pressurizer Structural Weld Overlay Indication Update

The DCISC Fact-finding Team met with Dave Gonzales, DCPP In-service Inspection (ISI) Supervisor, and Mike
Leger, Lead ISI Specialist and Certified Level III Ultrasonic Test (UT) Examiner, for an update on indications in the
Unit 2 Pressurizer spray nozzle weld overlays. The DCISC last reviewed this subject in April 2013 (Reference 6.17)
when it concluded the following:

Based on its review of the DCPP Unit 2 Pressurizer nozzle weld overlay flaws, the DCISC Fact-finding Team
believes DCPP’s analyses provide adequate support for another safe cycle of operation. DCPP plans to
perform a Root Cause Evaluation to determine the root cause(s) of the flaws, their not being detected
originally, and evaluate the associated corrective actions. The DCISC should continue to follow this issue
to its conclusion.

An “Indication” is a flaw or crack inside the weld that can be detected by reflections during UT inspection. The key
safety question for such flaws is whether they are sufficiently small that they would not be expected to grow in
size during service. Very small flaws do not grow and do not present a safety hazard. If a flaw is sufficiently large
that it could grow, then normally the weld material with the flaw would be removed by grinding and the welding
repeated.

DCPP had applied pre-emptive structural weld overlays (SWOLs) to the Unit 2 Pressurizer nozzles’ dissimilar-metal
butt welds during Refueling Outage 2R14 in March 2008. The overlays were applied using a provision from the
American Society of Mechanical Engineers (ASME) Section XI In-service Inspection Code known as a relief
request. The purpose of the weld overlays, which have been used in other plants as well, was to provide
structural reinforcement of the original Alloy 600 SE weld areas, which had experienced Primary Water Stress
Corrosion Cracking (PWSCC) elsewhere in the industry. The Unit 1 Pressurizer nozzles do not use Alloy 600 and do
not have this issue.

The weld overlays were originally inspected following the welding in March 2008 using conventional UT exams
(using several discrete ultrasonic angle beams), and they were inspected again in Outage 2R15 in October 2009
with similar UT exams with the exception that low angle detection was not required. During subsequent
inspections in Outage 2R17 in February 2013 using more advanced UT techniques (phased array techniques),
several indications (flaws) were discovered that were outside the ASME Code allowable screening size. These
flaws were determined to involve single weld passes but required that a Code-required flaw analysis be done,
which was performed by AREVA under contract to PG&E. Using conservative assumptions, this analysis found
that the flaw sizes are sufficiently small that the structures can be expected to provide satisfactory performance
for at least an additional operating cycle. Review of the AREVA report by the DCISC Fact-finding team revealed
that the analysis was satisfactory to demonstrate that no additional growth of the detected flaws will occur and
to support continued operation for another operating cycle. An independent Electric Power Research Institute
(EPRI) analysis supported this conclusion.

DCPP initiated a Root Cause Evaluation (RCE) to determine the reasons for not detecting the indications originally



in Outages 2R14 and 2R15. The root cause was identified as:

A mismatch exists between the conventional UT weld overlay inspection procedure and the Performance
Demonstration Initiative qualification process. Although the qualification process successfully
demonstrated the ability to detect flaws, the procedure instructions do not adequately constrain the
zero-degree scan speed to assure that small cross-section, low angle flaws are consistently detected in
the field.

Contributing causes were that inattentive errors were made by vendor examiners for the following reasons:

1. Data indicate that 45-degree angle beam was able to detect indications in the weld overlays, yet the indications
were not recorded.

2. Examiners failed to adequately investigate indication responses to determine the actual length of the flaw.

3. Examiners failed to recognize zero-degree angle ergonomic factors necessitating reduced scan speed to
maintain optimum search unit coupling.

The Corrective Action to Prevent Recurrence (CAPR) for the root cause was to revise the In-service Inspection
Program procedure to not permit the conventional UT technique to be used for weld overlays until the
recommendations for the first contributing cause have been addressed. These recommendations are:

For the UT Qualification Process

1. Assure that scan speed, length sizing, and any other essential variables used during qualification testing are
conservatively reflected in the examination procedure.

2. Expand the sample set to include Westinghouse pressurizer nozzle configurations.

3. Include more realistic oriented fabrication flaws in the test set.

For the UT Procedure

1. Add guidance on when to reduce scan speed

2. Evaluate the need to increase sensitivity for zero-degree examinations

3. Include instructions related to detection of low-angle flaws

Additionally, DCPP will recommend to EPRI to publish a communiqué to all qualified examiners to review the
causes and contributors of the DCPP event.

Additional actions include the following:

1. DCPP is responding the NRC questions regarding the event

2. AREVA will be performing a three-dimensional Failure Effects Analysis

3. DCPP will perform a RCE effectiveness review after all corrective actions are complete

4. DCPP will investigate repeatability for detection of flaw changes

Conclusions:

DCPP’s root cause evaluation and resultant corrective actions for the failure to detect small
flaws in the Pressurizer nozzle structural weld overlay appear satisfactory. The DCISC should



follow up in mid-2014 when actions have been completed, in particular to review the results of
any finite element modeling performed to assess the overlay.

Recommendations:

None

3.12 Safety System Functional Failures Update

The DCISC FFT met with Tom Baldwin, Manager of Regulatory Services, for an update on DCPP’s Safety
System Functional Failure (SSFF) Program. The DCISC last reviewed SSFF in July 2012 (Reference 6.18), when it
concluded the following:

DCPP experienced a significant number of safety system functional failures between mid-2010 and mid-
2011. The station responded by developing and implementing an extensive Action Plan, whose actions
are almost complete. Station performance during the past year (July 2011 through June 2012) has
improved noticeably compared to the period from June 1, 2010 through July 31, 2011 that created the
need for the Action Plan. In particular, DCPP has not experienced a Safety System Functional Failure since
October 2011. The DCISC should periodically review station performance with respect to Safety System
Functional Failures. This topic should be added to the DCISC’s Open Items List, and the next review
should be no later than the third quarter of 2013.

A safety system functional failure (SSFF) is defined as “the failure of or the loss of the ability of a system safety
function to shut down the reactor and maintain it in a safe shutdown condition, remove residual heat, control the
release of radioactive materials, or mitigate the consequences of an accident.” Therefore, a safety system may
meet a Technical Specification (TS) limiting condition for operation (LCO), but exhibit an SSFF at the same time.

The recent history of this issue began in 2001 when the Nuclear Regulatory Commission (NRC) changed the
significance of a SSFF event by establishing a Reactor Oversight Program (ROP) that, among other things, uses
performance indicators for key parameters, including SSFFs. Depending on the number of SSFFs that a plant
experiences, the plant will receive a varying level of regulatory oversight. For, example, if a plant experiences 5
SSFFs within a rolling 4 quarter period, the plant will move into the White regulatory response column and receive
greater NRC oversight.

Between Ju1y 1, 2010 and August 31, 2011, DCPP Units 1 and 2 experienced a combined total of 12 SSFFs. Of these 12
SSFFs, four were common to both units. There was considerable variety in the nature of the SSFFs. Some
examples are listed below:

Non-conservative Technical Specification (TS) First Level Undervoltage Relay (FLUR)/Second Level
Undervoltage Relay (SLUR) results in loss of power to Emergency Diesel Generator (EDG) start
instrumentation, Units 1 and 2

230kV allowed outage time exceeded when cross-tied between Units 1 and 2

Mode 3 Entry with AFW Pump 1-1 inoperable

Auxiliary Building Ventilation System single failure, Units 1 and 2

Three Losses of Offsite Power during Refueling Outage 2R16, Unit 1

DCPP’s Root Cause Evaluation (RCE) Report of these SSFFs further notes that, beginning with the discovery of
incorrect open limit switch settings on motor-operated Emergency Core Cooling System (ECCS) sump suction
valves in 2009, “DCPP experienced multiple events that resulted in the loss of a system safety function to shut



down the reactor and maintain it in a safe shutdown condition, remove residual heat, control the release of
radioactive materials or mitigate the consequences of an accident.”

DCPP’s examination of this issue in its RCE is extensive and detailed, and includes reviews of operating experience
within the industry. The examination concluded that DCPP lacked clear standards for risk assessment, risk
evaluations, and risk mitigation activities that could, and did, result in SSFFs. It further concluded that, when
reviewing evaluations, the station had a tendency to justify and accept the evaluations rather than to provide a
healthy challenge to them. It also noted that opportunities had been missed to reinforce high standards, that
resolutions of identified risks were sometimes incomplete, and that there sometimes was no means or
expectation for identifying risk significant activities. A contributing cause identified by the station was that
“station personnel had insufficient understanding of the definition of an SSFF, resulting in failure to recognize
that adherence to station procedures and plant Technical Specification action requirements does not prevent
SSFFs.”

To address the root and contributory causes of this adverse trend in SSFFs, DCPP developed 30 planned actions,
which collectively comprise one of the eight areas for improvement in a broader “Regulatory Excellence Action
Plan.” The first major component of the Action Plan to address Safety System Functional Failures involved
completing the RCE which resulted in its March 7, 2012 Action Plan, which contained 30 major and supporting
actions.

The purpose of this fact-finding visit was to assess DCPP’s progress on reducing the number of SSFFs. The RCE
effectiveness evaluation showed that the corrective actions in the Action Plan were not effective because of an
increased number of SSFFS. Prior to the RCE, all SSFF events were preventable. Following the RCE, five of nine
events were preventable, and the remaining four should have been preventable had the corrective actions been
effectively implemented. DCPP found no commonality of causes. Mr. Baldwin was scheduled to take new,
augmented corrective actions to the Corrective Action Review Board, which would contain processes to preclude
SSFFs from happening from initiating events. These new corrective actions included the following:

1. Update the applicable procedure to include all modes of operation and expand the list of Single Failure
Vulnerable Systems to include shared portions of systems that create a single point vulnerability.

2. Establish risk mitigation actions for any condition, which reduces vulnerability to SSFF to loss of a single
component, power supply, or train.

3. Establish the Station Focus Area that includes the top five human performance error prevention tools (the
“High Five”).

4. Post Systems, Structures, and Components (SSCs) where the loss of the component would result in loss of
SSF, and revise the Operations Policy to reflect this standard.

5. Require Outage Scope Review Team (OSRT) identification of SSFF vulnerabilities and establishing risk-
commensurate mitigations when repair will be delayed or deferred.

6. Develop and proceduralize a clear standard for evaluations of conformance to licensing basis and SSFF
vulnerability to be implemented in Operating Experience Assessment, plant modifications, design and
licensing basis reviews, NRC communication, and Licensing Basis Verification Program processes.

7. Educate station Senior Reactor Operators, managers, senior leadership team, and engineers such that they
can recognize a SSFF or potential SSFF challenge.

8. Communicate to station to achieve plant-wide recognition of DCPP SSFF Performance Indicator
vulnerability, including:

a. Current station SSFF performance



b. Bottom industry decile standing

c. How to recognize an SSFF vulnerability

d. Expectations to reduce risk of SSFF events

e. Broad range of situations whereby plant staff can create a possible SSFF event.

With the relatively high number of SSFFs recently, DCPP needs strong, effective correction action to reverse the
degrading trend of SSFFs. The DCISC should follow this issue closely with quarterly reviews to assess the
effectiveness of corrective action.

Conclusions:

DCPP recognizes that its corrective actions to improve the rate of Safety System Functional
Failures have not been effective. It is augmenting those actions with significant multi-faceted
station-wide initiatives. The DCISC should follow this issue closely with quarterly fact-finding
reviews.

Recommendation:

None at the present time; however, close DCISC monitoring may show a need for a recommendation.

3.13 DCPP Fukushima Event Response Status

The DCISC Fact-finding Team met with Pat Nugent, FLEX Program Manager, for an update on DCPP’s actions
in response to the Fukushima event. The DCISC last reviewed this topic in March 2013 (Reference 6.19) for an
update on DCPP’s progress in responding to the Fukushima event and had the following conclusion:

The DCPP FLEX Initiative (post-Fukushima analysis and modifications) appeared well resourced,
comprehensive, and on schedule to meet NRC and industry requirements. The DCISC should review FLEX
progress in late 2013.

Industry Tier 1 Recommendations:

1. Seismic and flooding hazard reevaluations

a. Onsite flooding reevaluation in progress – due to be completed December 2013.

b. Potential flooding of the 230kV switchyard due to Probably Maximum Flood.

c. Potential for localized flooding of Turbine Building due to local intense precipitation.

2. Seismic and Flood walkdowns

a. All walkdowns complete – no further actions required (23 notifications open to address identified gaps)

b. Final component seismic walkdowns to be inspected in Outage 1R18 (six notifications for Unit 1 gaps
and eight notifications for Unit 2 gaps).

c. Updated seismic submittal estimated May 26, 2014, following 1R18)

3. Station blackout (SBO) regulatory actions

4. Mitigation strategies for beyond design basis events (FLEX)

a. Strategies developed and analyses completed.

b. Long lead equipment needs identified



c. Design changes in progress – plant modifications to begin January 2014.

d. Storage locations being reevaluated.

e. Battery discharge being evaluated.

f. DCPP proceeding with training, dry runs, tabletop scenarios, etc.

5. Spent Fuel Pool instrumentation

a. Westinghouse design to begin January 2014.

6. Onsite emergency response capability

7. Emergency preparedness regulatory actions (staffing and communications)

a. Trailer/satellite proof of concept dry run completed.

b. Communications procedures issued November 1, 2013 and training completed December 19, 2013.

c. Staffing assessment: May 2015.

Industry Tier 2 Multi-Unit Dose Assessment:

1. Phase 1 to be completed December 31, 2013.

2. New MIDAS Program being tested.

3. Procedures and training to be completed October 30, 2014.

INPO IER L1-13-10

1. Submit response to INPO October 1, 2013.

Conclusions:

DCPP’s response to the Fukushima event is on schedule to meet industry and regulatory
requirements.

Recommendations:

None

3.14 DCISC Member Meeting with DCPP Senior Manager

Per Peterson met with Lynn Walter, Director, Station Support, to discuss items from this fact-finding
meeting and other items of interest.

4.0 Conclusions

4.1

The DCPP Operating Experience Program is well established and, though below DCPP’s desired
goal in performance, is improving. DCPP is taking actions to benchmark industry best
performance and practices and incorporate them.

4.2

DCPP responded properly to the failure of the seals in its Unit 2 Reactor Coolant Pumps in
Outage 2R17 by replacing most seal parts and initiating a Root Cause Evaluation. The



evaluation appeared comprehensive, correctly identified the root and contributing causes, and
specified appropriate corrective actions to prevent recurrence. The DCISC should follow up on
DCPP’s corrective actions and effectiveness review.

4.3

DCPP On-Line Maintenance Risk Management and Integrated Maintenance Risk Management
appeared to be strong processes in determining and controlling the risk of maintenance work
involving removing equipment from service to perform maintenance on and in working on or
near sensitive equipment. Program health was Green (good).

4.4

The DCISC has reviewed the interim Bechtel evaluation on the nuclear safety impacts of
alternatives to DCPP’s existing once-through cooling system; however, no concrete conclusion
was reached on nuclear safety. Both Bechtel and the DCISC believe that more information is
needed to make a final assessment. The DCISC should continue to follow this issue.

4.5

PG&E and DCPP are beginning to use social media to release information about emergency
situations, primarily to direct the public to the PGE.com website for additional information. The
DCISC Fact-finding Team believes that this is a good start and that social media is a useful tool
to share information, manage rumors, and allow feedback during emergencies.

4.6

DCPP provided the DCISC Fact-finding Team with the seismic design capabilities of the
Containment equipment hatch; however, further study is needed by DCPP to determine if the
hatch can be closed during or following a design basis earthquake. The DCISC should follow up
on this issue.

4.7

DCPP is making good progress on its Office Seismic safety Program with benchmarking of other
facilities, completion of standards for bracing and restraining of hazardous furniture items,
development and implementation of an impressive Action Plan. DCPP expects completion of
corrective actions by January 31, 2014. The Fact-finding Team recommends a presentation by
DCPP at the February 2014 DCISC Public Meeting.

4.8

The DCPP Mechanical Maintenance Course on Mechanical Power Transmission appeared to be
well-prepared with good materials, appropriate for the type of students enrolled, and
effectively instructed.

4.9

DCPP’s Plant Health Committee meetings continue to be effectively and efficiently managed.
Actions to regain the health of unhealthy systems are addressed swiftly and concretely.

4.10

The DCISC Fact-finding Team found the plant clean and orderly on its tour.

4.11

DCPP’s root cause evaluation and resultant corrective actions for the failure to detect small
flaws in the Pressurizer nozzle structural weld overlay appear satisfactory. The DCISC should



follow up in mid-2014 when actions have been completed.

4.12

DCPP recognizes that its corrective actions to improve the rate of Safety System Functional
Failures have not been effective. It is augmenting those actions with significant multi-faceted
station-wide initiatives. The DCISC should follow this issue closely with quarterly fact-finding
reviews.

4.13

DCPP’s response to the Fukushima event is on schedule to meet industry and regulatory
requirements.

5.0 Recommendations:

None
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1.0 Summary

The results of the November 20–21, 2013 fact-finding trip to the Diablo Canyon Power Plant in
Avila Beach, CA are presented. The subjects addressed and summarized in Section 3 are as follows:

1. DCISC Observation of Turbine Building Rounds

2. Engineering Training Program

3. License Basis Verification Project Update

4. Update on Tsunami Hazard Analysis

5. Cooperative Efforts Between DCPP and the California Department of Forestry and Fire
Protection (CalFire)

6. 230 kV System Update

7. Meeting with NRC Senior Resident Inspector

8. DCISC Member Discussion with DCPP Senior Manager

9. DCPP Operating Plan Status

2.0 Introduction

This fact-finding trip to the DCPP was made to evaluate specific safety matters for the DCISC.
The objective of the evaluation was to determine if PG&E’s performance is appropriate and
whether any areas revealed observations which are important enough to warrant further review,
follow-up, or presentation at a Public Meeting. These safety matters include follow-up and/or
continuing review efforts by the Committee, as well as those identified as a result of reviews of
various safety-related documents.

Section 4 – Conclusions highlights the conclusions of the Fact-finding Team based on items
reported in Section 3 – Discussion. These highlights also include the team’s suggested follow-up
items for the DCISC, such as scheduling future Fact-finding meetings on the topic, presentations at
future public meetings, and requests for future updates or information from DCPP on specific areas
of interest, etc.

Section 5 – Recommendations lists specific recommendations to PG&E proposed by the Fact-
finding Team. These recommendations will be considered by the DCISC. After review and approval



by the DCISC, the Fact-finding Report, including its recommendations, is provided to PG&E. The
Fact-finding Report will also appear in the DCISC Annual Report.

3.0 Discussion

3.1 DCISC Observation of Turbine Building Rounds

The DCISC Fact-finding Team (FFT) observed Mr. Jake Brancheau, DCPP Control Operator,
during the conduct of Turbine Building Rounds for Units 1 and 2. The DCISC has periodically toured
and inspected various areas and equipment of DCPP. The DCISC has also accompanied system
engineers on periodic inspections of their individual systems and has observed other lengthy
activities such as Emergency Preparedness Exercises, training sessions, and performance of Control
Room Crews in the simulator. However, this is the first time in a few years in which DCISC has
conducted a lengthy observation of a plant operator conducting a routine inspection of a portion of
the plant. The genesis of this observation was in DCISC discussions during its Public Meetings in
June 2013 and October 2013. The Committee concluded through discussions in those two meetings
that value could possibly be added to its Fact-finding Visits by conducting additional lengthy
observations of other station activities.

Operator Rounds are governed by station procedure OP1.DC3, “Operator Routine Plant Equipment
Inspections.” The purpose of the procedure is “to ensure that a uniform, adequate check of plant
equipment condition is assessed at routine intervals, and discrepancies are reported to operations
shift supervisory personnel.” The operator rounds program is implemented in two ways (and only
one way is required): the use of an electronic round gathering program, or the use of a paper round
sheet. The electronic round (which was used during this observation) consists of an electronic
template run on a handheld computer which is carried in the field by the operator. The electronic
round template contains a space for each data point required and selected basis information
associated with that point. When the round is complete, the data are uploaded to the network via
desktop personal computer where they are reviewed, approved, and subsequently archived on a
network drive.

As prescribed in Procedure OP1.DC3, “Operator Routine Plant Equipment Inspections” (Rev 11,
Effective October 28, 2013), the following responsibilities are assigned:

The Operations Manager is responsible for overall implementation of this program.

The Shift Manager is responsible for approving of any changes to the operator rounds.

The Shift Foreman is responsible for:

Supervising the program

Verifying that effective plant rounds are being made to satisfy the minimum requirements
of Procedure OP1.DC3

Ensuring that equipment that is identified as “out-of-specification” is corrected to proper
specification or a Corrective Action Program notification is written



The Work Control Lead (WCL) is responsible for reviewing any items identified as not
acceptable on the rounds and for directing the operator as to the appropriate corrective
action.

The operator is responsible for carrying out the procedure’s instructions to properly assess
plant equipment conditions.

The round sheet sponsor should periodically evaluate the need to make changes to the round
sheets. Changes could be driven by many factors including physical configuration changes.

The observation began when the Fact-finding Team met with the DCPP Day Shift Manager, Mike
Quitter, in the Shift Manager’s office. Mr. Quitter noted that DCPP has currently been emphasizing
error prevention techniques. The Fact-finding Team had been provided a copy of the governing
procedure, “Human Performance Error Prevention Tools,” OM15.ID8 Rev 0A, effective November 5,
2013. Specific techniques referred to by Mr. Quitter included proper procedure use and adherence,
maintaining robust barriers to human error (some of which were observed by the Fact-finding
Team and will be discussed later in this observation), and the use of the “Two Minute Rule.” This
“Rule” involves initially and deliberately spending several minutes when arriving at a job site to
carefully survey the area in which the work or activity will be performed in order to look for and
identify potential safety hazards to the worker (such as hot components and head bumping and
tripping hazards), and to look for and identify potential impediments to the planned work and for
situations where inadvertent actions by the worker(s) could negatively affect the functioning of
equipment and components that are located in and near the work area. It was also pointed out to
the Fact-finding Team that the high cabinets that were formerly in the Shift Manager’s office had
been removed and replaced by shorter cabinets that would not be as susceptible to toppling during
an earthquake. Lastly the Fact-finding Team was informed that some areas of the Turbine Building
were very hot, that the rounds are lengthy, and that the rounds would involve climbing ladders and
stairs.

At about 0730 the Fact-finding Team was then escorted to a meeting space adjacent to the Control
Room where a substantial number of personnel from various disciplines were in attendance. Mr.
Quitter introduced the Fact-finding Team to the group and noted that this briefing would be
conducted by the Shift Manager in Training. Plant conditions and various planned activities were
discussed. The meeting was orderly, and information was shared in a professional manner. Both
Units were operating at 100% Power. Due to the rain outside some arcing was noted to have been
occurring on the Unit 1 Main Transformer. Some discussion took place on Human Performance. One
aspect was on the need to focus on being able to identify what “Complete” looks like, i.e. the need
to verify that all elements of the work procedure have been completed and verified as such, and
that the work space has been returned to its former status in order to support plant operation.
Another error prevention tool that was discussed was the STAR (i.e. Stop, Think, Act, and Review)
mnemonic technique for preparing for, conducting, and completing an activity.

After the briefing Mr. Quitter then met with the DCISC Team Members and Mr. Jake Brancheau,
Control Operator, who would be performing the Turbine Building Rounds and would also be the
escort for the Fact-finding Team Members. Mr. Brancheau has been a Licensed Control Operator



for about two years and normally serves in that position in the Plant Control Room. However, he is
also qualified to perform Turbine Building rounds. Since the operating shift to which he has been
assigned has been staffed with one extra licensed operator, he was available to perform the
Turbine Building Rounds.

The Turbine Building is inside the Protected Area of the plant. The total observation conducted by
the Fact-finding team lasted over three hours and spanned virtually all floor levels of the Unit 1
portion of the Turbine Building and some portion of Unit 2. However, the DCISC’s observation
needed to be concluded prior to completion of Mr. Brancheau’s rounds in order for the Team to
pursue the next agenda item on its Fact-finding Visit.

Prior to the DCISC Fact-finding Team’s visit to the site, the Team Members had been instructed to
wear long sleeve all-cotton shirts to avoid possible burns from inadvertent contact with hot
components and to wear leather shoes or boots with solid soles. In addition, after arriving for the
observation, the Team was provided with gloves to use on occasion as well as eye goggles, ear
plugs, and hard hats for continuous use. The gloves were used as a precautionary measure when
opening metal doors or holding onto metal railings in hot areas.

Throughout the observation, the Turbine Building was found to be clean, well-lighted, and orderly,
and not as hot as anticipated. Piping was observed to be well insulated and to have only a few
minor steam leaks (which had been identified and tagged – and therefore entered in DCPP’s work
control system). The degree of insulation and the small number of steam leaks not only help
improve the efficiency of the steam and water systems, but also help contribute to personnel safety
and to the control of the air temperature/habitability of the Turbine Building.

Mr. Brancheau conducted the Turbine Building Rounds with the use of a hand held electronic
device, which guides the Operator sequentially through the recording process for the various
system, equipment, and component data and allows him to enter computerized records of that
data. During his rounds Mr. Brancheau routinely utilized various techniques for minimizing the
likelihood of human error, which also contribute to safety. For example, he often briefly interrupted
his rounds to identify and verify the areas that he and the Team would be entering and briefed the
team members regarding precautions to take. He also routinely pointed out potential tripping and
head bumping hazards, and he instructed the Team members to don gloves prior to climbing metal
ladders. After passing through various fire doors, he ensured that each of those doors was closed
and latched in order to inhibit the propagation of a fire, if one were to originate in an area on one
side of the fire door. These actions helped preserve not only physical safety, but also nuclear safety.

During the DCISC FF team’s observation of the rounds, Mr. Brancheau made several dozen data-
taking observations – a different one every few minutes, interspersed with walking from location to
location, identifying the next instrument for which the data or other information was to be
recorded, and making other observations. Simultaneously, he needed to do the several tasks
involved with escorting the two DCISC observers. The FF team learned that for many of these
observations, the observation was done twice daily; for others once daily; and for a few of them,
the interval was longer. When taking his readings he used the human error reduction technique of



physically pointing at the component being monitored before entering the reading in order to
ensure that the data were being taken on and recorded for the proper component. When
periodically phoning the Control Room he utilized the expected communication technique of
“Three-Way Communication,” whose purpose is to minimize the likelihood of misunderstandings
when communicating information verbally. That is: the sender provides the information, the person
receiving it repeats it back to the sender, and the sender completes the communication by saying:
“That is correct.” (or by correcting the individual who replied). In this vein Mr. Brancheau was
heard repeating back to the person on the other end of the phone the message that the other
person had verbally communicated to him over the phone. Likewise, he was heard to be
completing some verbal communications that he initiated by saying “That is correct.”

Due to the need to pursue another scheduled Fact-finding topic, the Fact-finding Team was able to
observe only a portion of the Turbine Building rounds. The Team was later provided a computer
printout of the Unit 1 Turbine Building data, consisting of recordings of 722 pieces of data. The
recordings for the majority of the data also provided Minimum or Maximum values or Ranges for
the data. All of the data except one were within the prescribed Range. The one outlier was
Hydrogen usage (Data Point #684), which had a specified Maximum Usage of 380 Standard Cubic
Feet Delivered, whereas actual usage had been 640.3 Standard Cubic Feet Delivered.

Conclusions:

The governing procedure for “Operator Routine Plant Equipment Inspections”
clearly defines the various responsibilities for those individuals who must
implement various aspects of the procedure. The number of revisions to the
procedure and the effective date of its current revision are indicative of it being a
useful working document. The initial briefing regarding plant status and planned
activities was well structured and informative. The Turbine Building was clean and
well lighted. Piping and equipment were well insulated, and there were only a
small number of steam and water leaks (which had in each case already been
identified and tagged). All data recorded for Unit 1, except Hydrogen Usage was in
specification. The Turbine Building Operator who escorted the Fact-finding Team
displayed effective Human Performance behaviors pertaining to data collection,
communications, nuclear and industrial safety, and security. Although the Fact-
finding Team was not able to observe the complete operator round, the time
devoted to this observation was sufficient to be able to assess the structure and
effectiveness of the round and the physical condition of the Turbine Building. The
DCISC should consider periodically examining other lengthy planned station
activities and should obtain the governing procedure(s) for such activities prior to
arrival on site.

Recommendations:

None

3.2 Engineering Training Program



The DCISC Fact-finding Team met with Larry Cossette, Performance Program Supervisor. The
DCISC last reviewed this topic in January 2011 as part of a review of DCPP’s July 2010 Self-
Assessment of Maintenance and Technical Training (Reference 6.1) when it concluded the
following:

The DCISC Fact Finding Team acknowledges that the July 2010 DCPP self-assessment of
Technical and Engineering Training Programs and the accompanying Negative Comments
were based upon comparisons to industry best practices rather than to minimum
acceptable performance. Nevertheless, the DCISC Fact Finding Team concludes that the
Negative Comments individually and collectively reflect a lack of rigor in some aspects of
DCPP Technical and Engineering Training Programs. Although the stated remedial actions
appear to be appropriate, the DCISC should review the station’s follow-up activities to this
self-assessment and their results prior to the end of 2011.

Mr. Cossette provided the Fact-finding Team with three recent documents:

Minutes of the October 28, 2013 meeting of DCPP’s Curriculum Review Committee (CRC) for
Training of Engineering Support Personnel (ESP) – 11 page document

Minutes and support package for the November 12, 2013 CRC Meeting of ESP – approximately
140 pages

ESP Training Formal Mid-Cycle Self-Assessment Report dated November 15, 2013 – 18 pages

He noted that three separate DCPP committees periodically review training programs for each of a
number of individual disciplines at the station (e.g. Engineering, Operations, Maintenance, etc.).

Each Training Oversight Committee (TOC) is comprised of Director Level Personnel

The Training Advisory Committees (TAC) are comprised of Managers

The CRCs are composed of Supervisors

The above mentioned Mid-Cycle Self-Assessment (S/A) was performed to comply with the station’s
procedural requirement for such a formal assessment of the ESP Training Program. Similar reports
are developed for the station’s other formal training programs. The S/A included assessments of
the following:

Effectiveness of evaluations of identified issues and corrective actions

CRC effectiveness

Use of in-house and industry experiences

The engineering mentoring process

Line development of ESP work-group-specific training

The S/A process included reviews of procedures and other applicable documents, interviews, and



observations of ESP training.

Overall, this particular assessment determined that DCPP had been meeting the training guidelines
for the program. A noted strength of ESP Training mentioned in the S/A Report was the station’s
incorporation of human performance dynamic learning activities into the program.

Two negative comments were also included in the S/A Report as follows:

The evaluation of task qualifications for the digital engineer position had not been timely.

Shortfalls in both ESP refresher training and subcommittee effectiveness had challenged the
effectiveness of ESP training.

A positive comment was also included in the S/A Report. It noted that the ESP Initial Training CRC
Meeting was well organized and exhibited strong line engagement, and the use of Subject Matter
Experts (SMEs) to teach both ESP Initial and Continuing Training Classes was viewed as beneficial.

The results of the above self-assessment were then presented to and reviewed by a Training
Challenge Board which concurred with the negative comments and the level of investigation, after
which each of the above two negative issues were entered into DCPP’s Corrective Action Program
(SAPN 50585598 and SAPN 50585596 respectively).

Mr. Cossette noted that the qualification processes for individuals to perform various functions
have been evaluated and found to be thorough. In this vein, the Engineering group had been
experiencing no situations where workers had been working in areas in which they had not been
formally qualified, nor had there been performance issues in the plant that were related to
inadequate engineering training.

The DCISC Fact-finding Team also examined the minutes and support package for the November 12,
2013 CRC Meeting of the ESP. The CRC is a working-level committee that determines the details and
structure of a training program to ensure incumbents receive the training needed to maintain and
improve their performance. Its focus is both broad and detailed and involves examinations of the
following:

Content, settings, delivery methods, and schedules for training

Desired outcomes and evaluations of training effectiveness

Trends in plant and personnel performance that may be corrected or improved through
actions identified during CRC meetings

The CRC support package included minutes from the most recent meetings of the TOC and the TAC.
Also included were the following:

A Master Task List of several dozen tasks assigned within ESP Training

Summaries of various Corrective Action documents pertaining to ESP training, such as



Recommendation for a management review of Task Performance Evaluations

Development of a package on Plant Performance Improvement Report Metrics

Additional training, as needed, for Engineering on the Preventive Maintenance Program

Additional training, as needed, for Engineering’s interface with Procurement

Mr. Cossette noted further that the engineering workforce is aging and that anticipated future
retirements will dictate a continuing need for knowledge transfer between highly experienced and
less experienced engineers.

Conclusions:

DCPP’s Engineering Training Group appears to have strengthened the depth and
rigor of its program with respect to the many and varied technical disciplines that
comprise the Engineering function. As the station has noted, continued attention is
needed to address knowledge transfer from the experienced, aging staff to newer
engineers. DCISC’s next review of this topic need be no earlier than the first quarter
of 2015.

Recommendations:

None

3.3 Licensing Basis Verification Project Update

The DCISC Fact-finding team met with Eric Nelson, Senior Project Manager of the Licensing
Basis Verification Project (LBVP), for an update on the program. The DCISC last reviewed the LBVP
in November 2012 (Reference 6.2) when it concluded the following;

Considerable progress has been made in the DCPP Licensing Basis Verification Project
regarding the various Licensing Basis Reviews conducted since the DCISC’s November 2011
Fact-finding Visit. Future DCISC reviews should focus on the status of FSAR updates and
submittals to the NRC as well as on NRC feedback with respect to DCPP submittals. The
DCISC should consider conducting its next review of this topic in the second half of 2013.

The DCISC has been following the LBVP for a number of years. The stated objective of the DCPP
LBVP is the following:

The LBVP will improve DCPP regulatory performance by revalidating and correcting any
and all deficiencies in the DCPP current licensing basis and will produce a reconstituted
Final Safety Analysis Report (FSAR) starting 2/2010 and completing 12/31/2015.

Since completion of DCPP’s original Final Safety Analysis Report (FSAR), many changes to DCPP
licensing and design bases have been made. DCPP determined that some of these changes were
inaccurate, inconsistent, inadequately evaluated (with the 10CFR50.59 process), or based on



incorrect interpretations of NRC requirements. Based on this information, DCPP management
authorized the LBVP. Therefore, the primary purpose of the LBVP has been to perform an objective
evaluation of DCPP’s licensing basis and to correct any identified deficiencies. Additional goals are
to provide an enhanced FSAR with clear, current licensing basis (CLB) defined for plant personnel
and to enhance knowledge transfer of the DCPP CLB. DCISC reviewed many of the types of
discrepancies mentioned above and agreed that a broad study be undertaken to evaluate the
problems and correct any deficiencies.

Main Scope

Evaluate the facility and the analysis changes made since completion of Amendment 85 of the
original FSAR in 1980 through the current revision of the FSAR Update (using Amendment 85
as the baseline standard).

Determine and document DCPP’s committed compliance with the 10 CFR 50 Appendix A
General Design Criteria and Division 1 Regulatory Guides for Power Reactors (including
revision).

Provide an enhanced FSAR with a clear licensing basis. This includes providing the DCPP staff
with hyper-links to source documents (e.g., correspondence with the Nuclear Regulatory
Commission (NRC), safety evaluations, etc.)

Correct any licensing basis deficiencies discovered

Improve the current licensing basis full-text search capabilities (complete)

Correct any deficiencies in the licensing basis searchable document databases (complete)

Perform Component Design Bases Reviews of eight selected systems:

Auxiliary Feedwater

Component Cooling Water

Solid State Protection

Residual Heat Removal

Auxiliary Saltwater

Emergency Diesel Generator

230kV

500 kV

Corrective actions are then performed to address identified issues. The Project is staffed to perform
10CFR50.59 evaluations, Prompt Operability Assessments, Calculations, FSAR updates, License
Amendment Requests, drawing updates, etc.

The LBVP is carried out on a project basis with a dedicated Project Manager and some DCPP
personnel, but with most work being done by contractors, including Chicago Bridge and Iron (CB&I
– formerly Shaw, Stone and Webster) and Westinghouse, DCPP’s Nuclear Steam Supply System



supplier, all of whom are experienced in LBVP. CB&I is the lead in this endeavor. Westinghouse is
responsible for various FSAR sections including Accident Analysis.

The LBVP utilizes an External Review Board, which consists of several Senior Consultants with
previous NRC licensing, inspection, or enforcement experience and/or mechanical/electrical
engineers with previous nuclear plant licensing, design, or operations experience. There is also an
Executive Oversight Board consisting of DCPP’s Senior Director of Engineering and Projects (who
serves as Chairman), DCPP’s Nuclear Projects Director, Regulatory Services Manager, Licensing
Basis Verification Project Manager, Design Engineering Manager, Seismic Analysis Manager, and
CB&I and Westinghouse Executives.

The team is continuing to perform system-by-system licensing basis reviews (LBRs) to identify the
accompanying licensing bases and their source documents. Following the LBRs, some systems will
be reviewed using an NRC-style component design basis review, which is a vertical “slice” of
requirements/bases of the system.

The extensive list of “Deliverables” that were itemized by Mr. Nelson includes:

Licensing Basis Review Reports, System Review Reports, and Component Basis Review
Reports

Enhancements to the FSAR and Design Change Memoranda (including the identification of
source and implementing documents)

10CFR50.59 reviews pertaining to potential unreviewed safety questions

50.59 Licensing Basis Impact Evaluations

A new Licensing Basis Search Tool (which Mr. Nelson reported as being complete)

New or Revised Design Calculations

License Amendment Requests

Prompt Operability Assessments (POA)

Revisions to DCPP Operations and Surveillance Test Procedures

“Document Change Only” Design Change Packages

Accomplishments to date have included:

Numerous FSAR sections updated, including all of Electrical, most of Instrumentation and
Control and portions of FSAR Chapters 2, 3, 9, and 5

Approval of some Licensing Basis Requests and System Reviews

FSAR Updates in process

Completion of Three Component Data Base Reviews

Significant Upgrades to Search Engines and Databases supporting DCPP’s Current Licensing



Basis

Mr. Nelson also provided a listing of Significant Issues (SI) that have been identified thus far along
with the Resolution Paths (RP) that are being followed for the various issues, as follows:

Significant Issues (SI) and Resolution Paths (RP)

SI: Hosgri and Loss of Coolant Accident (LOCA) Seismic Loading Combination
RP: Prompt Operability Assessment (POA), Significant Seismic Re-analysis (managed
separately), probable License Amendment Request (LAR)

SI: Main Feedline Break Analysis
RP: POA, Additional Westinghouse Analysis, Incorporate into CLB via LAR; Design
Change to increase size of Power Operated Relief Valve (PORV) Backup for Nitrogen
accumulators; Changes to Time Critical Operator Actions

SI: Non-Class 1E Inputs into Reactor Trip System (RTS) (Undervoltage/Underfrequency)
RP: POA changing the credited input into RTS to be the RCS low-flow trip – to be
incorporated via 50.59 analysis (a LAR will not be required)

SI: Field and Calculation Deficiencies regarding the Component Cooling Water (CCW)
System, i.e. Heat Exchanger and Pressurized Surge Tank
RP: POA – A Document Change Only Design Package was issued to correct deficiencies

SI: Unapproved methodology for Change to X/Q Dispersion Factors
RP: POAs; Physical Design Changes (by the plant); Significant Dose Re-analysis effort to
be undertaken (managed separate from LBVP)

SI: Leak Before Break (50.46 coolable geometry vs General Design Criterion 4 (GDC 4)
RP: NRC Public Meeting to provide update and gain NRC perspective on the topic.
Submittal of LAR to clarify the DCPP CLB (future – 2013)

SI: Clarifications Required to General Design Criteria Commitments (1967 vs. 1971)
RP: Significant FSAR Revisions

SI: Emergency Diesel Generator (EDG) Safety Guide/Regulatory Guide Compliance/Other
RP: POAs, Extensive Reanalysis, Public NRC Meetings to provide Update and gain NRC
Perspective (LAR – future 2013)

In addition, Mr. Nelson provided a summary of Remaining Base Scope for the LBVP, as follows:

Scope Started in 2013 that will continue into 2014

Chapter 2 (System Reviews for 2.1-2.4, LBRs and SRs for 2.2 and 2.3)



Chapter 3 System Review (Licensing Basis Reviews {LBR} should be complete for 3.11
(Environmental Qualification), which was delayed due to an EDG LAR resource conflict)

Chapter 6 (All LBRs complete – Section 6.2.4 Containment Isolation System Review and FSAR
update will be complete in 2013 as will 6.2.1 and 6.2D)

Chapter 9 (Fuel Storage and Handling) – LBRs will be completed, System Review for Fuel
Handling will continue in 2013 and should complete)

Chapter 15 (Condition I/II) will be completed first quarter (Westinghouse only)

Remaining Base Scope for 2014/2015

2014 Scope (non-carry-over)

Chapter 4 – Reactor (Westinghouse)

Chapter 5 – Reactor Coolant System (5.2 LBR is complete)

Chapter 9 – Remaining Water Systems, Process Auxiliaries (includes CVCS and H2/N2), other
Auxiliaries (Communications and Lighting)

Chapter 10 – Steam and Power Conversion (Sections 10.1, 10.4.1, 10.4.2, 10.4.5-7, 10.4.9)

Chapter 11 – Radioactive Waste Management

Component Design Basis Reviews: Solid State Protection System (SSPS) and Auxiliary
Feedwater (AFW)

2015 Scope (non-carry over)

Chapter 12 – Radiation Protection

Chapter 13 – Conduct of Operations

Component Design Basis Reviews – Residual Heat Removal (RHR) and Auxiliary Saltwater
(ASW)

Mr. Nelson noted that DCPP has committed to complete the LBVP by December 31, 2015 and that
this commitment was expressed in document DCL-12-003 as follows:

“Completion of LBVP Phase II includes completion of applicable licensing basis reviews,
system reviews, component design basis report reviews, electronic database upgrades,
implementation of new current licensing basis search tools, and correction of licensing
basis deficiencies that do not require prior NRC approval. In addition, completion of
LBVP Phase II includes submittal of License Amendment Requests (LARs) and initiating
design changes. The completion of the design changes and the receipt of approved
LARs will extend beyond the completion date of December 31, 2015.”

Conclusions:



Work continues to progress on DCPP’s Licensing Basis Verification Project (LBVP).
As clearly noted by DCPP, although the project’s commitment for submitting
updated documents to the NRC by December 31, 2015 is expected to be met, the
completion of related design changes and the approval of License Amendments
Requests will extend beyond that date. Since this project has clearly entered a
maturation phase, the DCISC should consider conducting a more detailed
examination of project status prior to the October 2014 Public Meeting, or even
prior to the June 2014 Public Meeting. This examination would require
considerably more time than does a routine Fact-finding Topic, but it could serve to
provide DCPP with a clearer picture of the overall project status as well as the
specific License Amendments and design changes that will emerge from this
Project.

Recommendations:

None

3.4 Update on Tsunami Hazard Analysis

The DCISC Fact-finding Team met with Terry Grebel, Scott Maze, and Brendan Dooher of the
DCPP staff to discuss the recent progress on understanding the issue of the hazard at the DCPP site
from tsunamis. Grebel, Fukushima Project Manager, was the leader of this discussion on the DCPP
side. Participating remotely by telephone linkup in this meeting were Richard Klimczak, Director of
the PG&E Geosciences Department, and Stuart Nishenko, Senior Seismologist, from that
Department, both calling in from PG&E’s San Francisco offices.

The DCISC last reviewed the tsunami hazard issue in August 2011 (Reference 6.3) when it concluded
the following – - at that time the DCISC review was of both the tsunami-hazard and the seismic-
hazard work, so this earlier conclusion covers both:

The PG&E technical studies of both the tsunami hazards and the seismic hazards
(emphasizing the Shoreline Fault) are proceeding in an orderly way, indeed very quickly.
The technical quality seems to be exemplary. Their progress to date has been substantial
on both topics, and their increased understanding has helped both the DCPP team and the
NRC to understand these issues more fully. The DCISC will definitely continue to follow
both of these topics over the next year or more as the PG&E studies proceed.

As background, a few years ago PG&E undertook to update their understanding of possible tsunami
hazards off the Pacific coast that might threaten the DCPP site. The work began by supporting a
study by research experts affiliated with the Pacific Earthquake Engineering Research (PEER)
Center at the University of California-Berkeley. The work began in 2006. The scope of the first
round of PG&E study encompassed tsunamis both from distant sources (far away across the Pacific
Ocean) and from sources near the shore (landslides and nearby seismic sources, for example.) The
report from the first phase of that project was published by the PEER Center in 2010. That first
phase generated tsunami hazard inundation maps for an extensive region of the California coast



with grid resolution of about 150 meters (roughly 500 feet). It was intended as a scoping study.

The DCISC reviewed this report in 2010, and in 2011 reviewed PG&E’s plans to advance their
understanding further. The next (current) phase, intended to account for local sources and tidal
fluctuations, has been aimed at extending the grid resolution down to about 10 meters (just over 30
feet), and at developing better understanding of the near-shore landslide phenomena, with an
emphasis on the continental margin several miles offshore. Crucially, the new work is to be a
probabilistic hazard study, taking advantage of the most recent approaches used in the nuclear
industry for understanding probabilistic external hazards more generally, such as the guidance on
probabilistic seismic hazard analysis that is now being used throughout the nuclear industry. The
results of a probabilistic hazard study of the kind now underway will be an understanding of the
annual probability of occurrence at the DCPP site of tsunamis of various “sizes,” including an
analysis of the amount and sources of uncertainty in the annual probabilities.

The purpose of this meeting was to provide DCISC with a progress report on the next phase of this
work.

On the regulatory front, the Fukushima accident in March 2011 resulted in an NRC 50.54(f) generic
letter in March 2012 that requires each US nuclear-power-plant site to develop better
understanding of all of the external-flooding hazards that might affect the site. PG&E had
fortunately begun this tsunami work several years earlier, and has rolled this effort into their
broader response to the external-flooding part of that 50.54(f) letter. The NRC 50.54(f)
requirement is known in the industry as the “flooding part of the requirements of NTTF 2.1,” with
“NTTF 2.1” being recommendation 2.1 of the NRC’s post-Fukushima Near Term Task Force report. In
January 2013, the NRC issued guidance on how to perform these analyses, in JLD-ISG-2012-06,
“Interim Staff Guidance for Producing a Tsunami, Surge, or Seiche Hazard Assessment.” This
assessment, in turn, must be folded into an “Integrated assessment of external flooding” that must
follow NRC guidance in JLD-ISG-2012-05, issued in November 2012. The schedule for PG&E’s NRC
flooding submittals in response to the 50.54(f) letter is March 2015 for the hazards assessment and
March 2017 for the integrated assessment.

If carried out fully according to the NRC guidance, the tsunami assessment would need to include
analyses of several “local” effects near the plant itself, including wave run-up, inundation, and
drawdown; analysis of hydrostatic and hydrodynamic forces; analysis of debris and water-borne
projectiles and their impact; and an assessment of sediment erosion and deposition. The PG&E
tsunami project may not need to perform each of these several analyses, depending on the details
that emerge from some of the work now underway, but that will not be known until more work is
done.

The previous analysis identified three important sources of tsunamis that might affect the DCPP
site: tsunamis arising from distant earthquakes; tsunamis arising from nearby earthquakes; and
tsunamis arising from offshore landslides. Much earlier work was done on the first set of
phenomena (the distant sources), and although that work is being reexamined, the new work is
concentrating on the second two issues, for both of which new studies are being undertaken



because it is recognized that earlier assessments, for example the assessments done when the
DCPP plant was originally licensed, are not adequate based on today’s knowledge.

The best way to characterize the understanding as of now is that, based on the research of a few
years ago, supplemented by some recent analysis,the most likely phenomenon, indeed perhaps the
only phenomenon that could produce a tsunami as high as 10 meters (about 30 feet) at the Diablo
Canyon site is thought to be a local landslide offshore, triggered either by a local earthquake or
perhaps by other forces such as major storms or tidal forces. Therefore this phase of the research is
emphasizing the landslide aspect, including seeking a more detailed understanding of the local
topography off shore and the composition of the undersea ocean floor off shore, mainly near the
continental margin. The seismic aspect of the tsunami study will be examining what the maximum
magnitude might be for such a triggering earthquake, and the magnitude of the wave height that
might result. The effort is concentrating on constraining the maximum seismic magnitude through
seismological and geophysical evidence, including a study of the variability in the physical
phenomena.

As the DCISC noted in its earlier report in 2011, the issue of variability is critical, because the way the
analysis is performed, one needs an estimate of the median properties (earthquake properties as
well as characteristics of the wave-formation and wave-propagation phenomena), along with a
characterization of the variability in each of these. This is because the extremes of the tails of the
distributions of these various phenomena are what would produce the largest tsunami wave
heights. Based on data and models, the approach is to do a simulation to determine the
distributions of these properties. The problem is that the “high tails” of some of these distributions
could yield values, if a blind extrapolation of the body of the distribution is used without data to
support such an extrapolation, that might be un-physical, meaning that the extreme values of the
distribution perhaps simply could not happen physically. The effort now is in part to understand the
physical phenomena well enough to provide a constraint on the tails of these distributions, if it is
physically correct to do so. Without such a constraint, the models could produce “results” out in
the tails that are mathematically correct but physically not realizable.

The detailed effort now is concentrating on gathering data offshore about local topography, local
geology, and local seismic features, and on putting it into a validated analysis model that can do
numerical simulations. The analysis team has already identified those few nearby offshore zones
where landslides could arise, and is studying each of those zones individually. A hierarchical or
phased approach is being used, as suggested in the NRC guidance, so that successively more
detailed work is undertaken based on the findings of the earlier work. First, conservative or scoping
models are being set up to identify the important offshore zones where more work is needed. This
is to be followed by work to refine and then run more detailed models, which need to be tailored
specifically to each identified offshore zone. If models are needed for debris, sedimentation, and/or
scouring analysis, and for understanding how these phenomena could affect the plant itself, these
other models will be developed later depending on what is found in the earlier phases.

A suite of tsunami-generation simulation codes exists, some of them developed by the Southern
California Earthquake Center. However, to be used near the DCPP site, these codes require both



verification (that a code does the “arithmetic” correctly) and validation (that a code captures the
physical phenomena correctly.) That is a part of the analysis work now under way.

A major aspect of the fieldwork involves taking measurements offshore, including bathymetry
measurements and the mapping of offshore deposits that could be landslide sources.

The PG&E staff indicated that the results of this detailed technical work will become available
gradually in the next year or so. The DCISC team believes that some of this work is likely to be
breaking new technical ground in the sense of being ahead of the current state of the art. It will
therefore require (and will receive) peer review in the community of tsunami experts.

Conclusions:

PG&E’s technical work on tsunami hazards at the DCPP site is well-planned,
proceeding very well so far, and working on the correct set of problems. The work
is in fact moving rapidly toward achieving the needed understanding, and the
technical quality seems to be excellent. The DCISC should continue to follow this
work over the next few years.

Recommendations:

None

3.5 Cooperative Efforts Between DCPP and the California Department of Forestry and Fire
Protection (CalFire)

The DCISC Fact-finding Team met with Chief Rick Justice, Fire Chief at DCPP, and Pat Nugent,
Manager, Fukushima Program. The DCISC last reviewed this topic at its Public Meeting in October
2012 (Reference 6.4) during which Chief Rob Lewin, the Chief of CalFire San Luis Obispo (SLO),
spoke about the activities that were underway between his department and DCPP’s on-site fire
department. The purpose of this November 2013 Fact-finding session was to obtain an update on
these ongoing and planned activities. A listing of the more prominent activities and
accomplishments was provided to the DCISC Fact-finding Team, and is shown below:

Comprehensive monthly training is conducted jointly by CalFire and DCPP’s on-site Fire
Department. This training occurs both inside and outside the Protected Area. CalFire is on site
at least monthly for the above mentioned training and other cooperative activities. A portion
of the training is “hands-on,” e.g. physically laying fire hoses. Enhanced training has been
provided to DCPP firefighters to bring them up to the level of California State certified Fire
Officers and Instructor levels. These activities have resulted from a complete reevaluation of
training and enhancement of training activities.

DCPP has taken steps to improve Security Access for CalFire, for both personnel and
firefighting apparatus. Longstanding Security Access issues have been resolved and were
recently validated during an Emergency Response into the Protected Area by Cal Fire’s Engine
62.



Emergency communications capabilities have also been improved, and more is being
considered. CalFire currently has a dedicated line, which is equivalent to 911, for announcing
emergencies and dispatching support. Communications during emergencies and the
dispatching process are being examined for further enhancement through a specific code
which becomes a “Common bridge line” for emergency communications between CalFire and
DCPP’s Fire Department. DCPP has also obtained new state-of-the-art high power radios (1-5
watt) with added 800 MHz channels. Use of the station’s Meteorological Tower as a
communications platform is also being strongly considered to enhance communications on
both the South and the North access roads (and throughout the County). Communications is
an area of ongoing, active review, which also includes possible cell phone communication
capability inside the power block, including inside radiologically controlled areas. Preliminary
studies have indicated that cell phone usage inside the power block will not interfere with
critical plant equipment.

To share knowledge and strengthen teamwork DCPP firefighters have performed ride-alongs
with CalFire Station 62. DCPP’s Chief Justice has also participated in county communications
meetings and in meetings with the County Training Officer and the Fire Chief.

The practicality of getting access to the plant via the North access road is being examined.

Regarding staffing issues: DCPP has hired additional firefighting personnel including an
Assistant Chief of Operations and an Assistant Chief of Training. Another firefighter on staff
has been promoted to Captain.

DCPP has purchased additional equipment and is also examining other equipment for
possible procurement. Examples of equipment already purchased, in addition to equipment
mentioned above, include: State of the art technical rescue equipment (AZ Vortex), two new
Bullard T4 thermal imagers that are compliant with the requirements of the National Fire
Protection Association (in addition to the existing MSA on-site imagers), and a new turn-out
cleaning extractor and drying cabinet. In addition, the DCPP fire department hopes to obtain
a new Incident Command Vehicle, which is currently going through the procurement process;
and a new Fire Station is being planned, on which construction could begin in April 2014.

DCPP’s Fire Department is also engaged with nuclear industry peers and is promoting its structure,
capabilities, and practices as a source of information for other nuclear facilities that are in the
process of enhancing their own fire-fighting capabilities as well as their capabilities of responding to
a nuclear plant emergency.

Conclusions:

DCPP appears to have made considerable progress in enhancing the capabilities of
its Fire Department, both in preparation and in equipment, to respond to a station
fire and/or nuclear emergency. Communications and cooperation between DCPP’s
Fire Department and CalFire (and other nuclear plants) also appear to have
strengthened. The DCISC should consider observing a future station drill or



emergency exercise that involves the mobilization of DCPP’s Fire Department (and
CalFire if included). DCISC should also consider including this topic in a future Fact-
finding Visit or Public Meeting no later than the first quarter of 2015.

Recommendations:

None

3.6 230kV System Reliability

The DCISC Fact-finding Team met with Greg Reimers, Senior Consulting Engineer at DCPP. In
addition, Marco Rios, Manager, Transmission System Engineering at PG&E’s corporate office
participated in the conversation via speaker phone. The DCISC last reviewed this subject in August
2013 (Reference 6.5) when it concluded the following:

Load growth in the geographic region around DCPP has resulted in voltage fluctuations on
the 230kV system. DCPP is planning to compensate for these voltage fluctuations by
installing VAR compensators in the 230kV switchyard on site. However, this load growth
has also necessitated that DCPP transfer some nonessential 4kV loads to other power
sources in order to maintain confidence that the 230kV system will be able to supply vital
loads when called upon. It appears to the DCISC that the issue of 230kV system reliability
extends beyond DCPP and also may involve the PG&E corporate organization.

The 230kV system is DCPP’s primary source of Vital AC electrical power, in the event of a loss of
normal power from a station main turbine generator. DCPP’s 230kV system is served by PG&E’s
offsite 230kV system through two incoming lines to the switchyard. In turn, DCPP is then served by
one 230kV line from the switchyard to the plant. The 230kV system serves DCPP’s vital buses
through the station’s Startup Transformers. The station’s Emergency Diesel Generators serve as
backup if the 230kV system is unable to perform its function. The station is also served by a 500kV
offsite power line which is available for emergencies.

The DCISC has been examining the status of the 230kV system for a number of years. Throughout
this period the system supplying both units has been rated as Yellow, i.e. Deficient. Longstanding
issues have been related to maintaining voltage on the bus, which supplies power to the station’s
4kV vital buses as discussed above. The main reason for this, currently, is a PG&E offsite 230kV
transmission system issue. The 230kV offsite capacity margin is continually decreasing with area
load growth, thereby increasing the likelihood that the station’s 230kV system may not be able to
perform fully when called upon. Recent DCPP 230kV System Health Reports have noted that the
500kV offsite power system in the vicinity of DCPP is also beginning to face “capacity, capability,
and availability” challenges. The station is served by an 500kV power line which could be available
for emergencies.

To help address this issue, DCPP has been taking action to prevent any nonessential 4kV equipment
loads from being supplied by the 4kV Vital Buses in order to ensure that sufficient electrical power is
available for vital equipment in situations when DCPP’s main generators are unable to supply power



to the station. DCPP is also pursuing the feasibility of installing Main Generator Output Circuit
Breakers onsite to provide another option for sources of emergency power to the station. The
current scoping study for this installation projects 5 years from commencement to completion, i.e.
completion would be expected in 2017.

To partially address the issue, DCPP is pursuing a License Amendment for replacing the current
undervoltage relays with more reliable/robust relays. To further address the problem of voltage
fluctuations, DCPP is planning to install VAR (i.e. Voltage/Amperage/Resistance) Compensators in
the 230kV switchyard. These devices are commonly used in high voltage transmission networks for
stabilizing voltage. Nevertheless, the VAR Compensators do not appear to fully compensate for the
issue that PG&E is experiencing with continually increasing demand on its 230kV system. This
particular issue appears to reside with the PG&E corporate office rather than the nuclear power
plant.

Accordingly, Marco Rios, PG&E’s Manager of Transmission System Engineering in PG&E’s corporate
office, participated in the Fact-finding Meeting via telephone and confirmed that his Group was well
aware of the issues that have been of concern to DCPP, and to the DCISC. In that regard he provided
the Fact-finding Team with information regarding options that PG&E is examining with respect to
addressing the 230kV voltage fluctuation problem by modifying the offsite grid.

Conclusions:

Voltage fluctuations on PG&E’s 230kV system, which is the first source of
emergency electrical power to DCPP’s 4kV vital buses, reduce the reliability of this
power source, although the system is still within NRC’s licensing basis. DCPP is
taking action within its own capacity to address the issue, and PG&E’s Transmission
organization is also engaged in examining options for remedial action. The options
being examined and pursued by both DCPP and PG&E’s transmission group appear
to provide satisfactory remedies to this issue. DCISC should continue to examine
the status of this longstanding problem on at least an annual basis.

Recommendations:

None

3.7 Meeting with NRC Senior Resident Inspector

The DCISC Fact-finding Team met with Thomas Hipschman, NRC Senior Resident Inspector at
DCPP, who arrived on site as the new Senior Resident Inspector during the fourth quarter of 2012.
The DCISC last met with Mr. Hipschman in August 2013 (Reference 6.6).

Various topics were briefly discussed, including the following:

Dr. Budnitz, DCISC Committee Member, extended his thanks on behalf of the DCISC to Mr.
Hipschman for his presentation at DCISC’s October 2013 Public Meeting.



Mr. Hipschman mentioned that DCPP’s new Resident Inspector, John Reynoso, had not yet
arrived on site but was expected shortly.

Mr. Hipschman discussed the prior evening’s public forum that was held by the NRC, and the
forum’s topic of Waste Confidence. The meeting had active public participation. The meeting
began at 6:00pm and continued until the hotel meeting room was scheduled for closure after
11:00pm.

Mr. Hipschman mentioned the flashover of the lightning arrester at Morro Bay and its
ramifications to DCPP’s 230kV system.

Mr. Hipschman also mentioned a few human performance issues that had recently arisen: e.g.
selecting the wrong fuel assembly when moving fuel bundles, and a valve mispositioning.

Dr. Budnitz briefly discussed issues related to seismicity and the recent PG&E Workshop that
is developing an updated probabilistic understanding of the seismic hazard at the DCPP site
using the NRC-endorsed SSHAC (Senior Seismic Hazards Analysis Committee) process.

Dr. Budnitz briefly discussed tsunami issues and his involvement in attempting to reach a
more complete understanding in this area.

Conclusions:

DCISC meetings with the NRC Senior Resident Inspector continue to be beneficial
with regard to sharing information and to understanding NRC and DCPP issues.

Recommendations:

None

3.8 DCISC Member Discussion with DCPP Director of Station Support Services

Dr. Robert J. Budnitz, DCISC Member, met with Ms. Lynn E. Walter, DCPP’s Director, Station
Support Services. Their discussion involved items related to this Fact-finding Visit and other topics
of mutual interest.

3. 9 Status of Implementing DCPP’s 2013 Operating Plan

The DCISC Fact-finding Team met with Cary Harbor, DCPP’s Director of Compliance, Alliance,
and Risk. The DCISC last reviewed a DCPP Annual Operating Plan during its September 2012 review
(Reference 6.7) of the status of DCISC’s 2012 Operating Plan when it concluded:

DCPP’s performance has generally been improving with respect to its Nuclear Generation
Operating Plan performance measures since 2010 with the exception of Outage Duration
and the Human Performance Error Rate. The goals for 2012 in its Operating Plan are set for
higher levels of performance. The NRC’s long-standing Cross-cutting Issue in the area of
Problem Evaluation has been satisfactorily addressed by DCPP and was lifted by the NRC
during the first half of 2012. Continuing focus is being placed on Human Performance by
the Senior Management Leadership Team, and this focus is appropriate. The DCISC should
consider reviewing the status of DCISC’s Regulatory Excellence Action Plan in the first



quarter of 2013.

DCPP’s approach to the 2013 Operating Plan is based on the theme OUR TEAM:

O – Outage Planning and Execution

U – Use of Human Performance Tools

R – Reinvigorate Employee Engagement

 

T – Transfer Knowledge as the Work Force Ages

E – Enhance Facilities

A – Achieve a Better Work/Life Balance through Process Improvements

M – Maintain Safe and Reliable Plant Operation

The status of each of the Action Plans pertaining to the above major thrusts of the 2013 Operating
Plan was reviewed, with the exception of Enhancing Facilities. (It should be noted, however, that
one aspect of station facilities that is being carefully examined by the DCISC involves the degree to
which office furniture, cabinets, and the like are secured so that they do not present a threat to the
safety station personnel in the event of an earthquake or impede the ability of station personnel to
respond to an earthquake. Although this topic was not reviewed during this Fact-finding Visit, it is
being reviewed frequently by the DCISC as a Seismic topic.)

The following comments arise from this Fact-finding Team’s review:

Outage Planning and Execution – Virtually all actions were reported as complete with the
exception of several pertaining to optimizing the operating procedure for filling the Primary
System, which was expected to be completed in January 2014.

Use of Human Performance Tools – All actions were reported as complete with the exception
of several related to the enhancement of software used for documenting and tracking the
status of actions that emanate from the observation process.

Reinvigorate Employee Engagement – All 2013 actions were noted to be on track. A number
of others are scheduled for completion in 2014. It was noted that DCPP employees had an
increased rate of participation in PG&E’s most recent company-wide Premier Survey.

Transfer of Knowledge – DCPP reported that a number of departments were behind in regard
to planning and executing actions with respect to personnel who have “retirement scores” >
89 (i.e. years of service plus age).

Achieving Better Work/Life Balance through Process Improvements – With regard to Process
Improvements, it was reported that each department had identified a process for
improvement, but further detail on this was not reported. Most of the other actions
pertained to ways to reduce stress, both on site and while away from work. One in particular
was vehicle traffic congestion at the beginning and end of the work day. To help relieve this,



200 personnel from the following work groups were reported to have been relocated offsite:
National Fire Protection Association 805 Project, Licensing Basis Verification Project,
Fukushima Response Project, Warehouse support personnel, Payroll.

Maintaining Safe and Reliable Operation – This Action Plan has a long term focus with regard
to enhancing and ensuring the continued safety and reliability of the plant and goes beyond
2013, up to at least five or six years into the future. The listed projects include Diesel
Generator Control Systems, Main Generator Voltage Regulators, Fuel Handling Equipment,
the Eagle 21 (Plant Protection) Systems, the server on the Plant Process Computer, and
Traveling Screen Controls. Details were not provided with regard to specific actions on these
projects.

Mr. Harbor noted that Unit 1 has now operated over 4,000 days (almost eleven years) without
having experienced a unit trip. Nevertheless, the Station has been focusing on several trips that
have occurred on Unit 2 during the past few years. He also indicated that some forced losses have
been affected by equipment reliability, and that deferral of some preventive maintenance could
have been a factor.

Mr. Harbor also noted that first line supervisors are continuing to be encouraged and expected to
observe work activities more frequently and that increased focus is being placed on better
managing their administrative responsibilities in order to provide more time for field observations.
Also, station managers and directors are conducting paired observations of work activities. He
noted further that Facilitative Leadership Training is being provided to officers, directors, managers
and supervisors to provide tools for improving employee engagement. An additional focus is on
Continuous Simplification and Improvement (CSI) to identify barriers and improve efficiency.

Regarding knowledge transfer, Mr. Harbor noted that an initiative referred to as “Passport to
Knowledge” involves the establishment of department “advocates” who identify areas where
knowledge may be depleting. Then, to address these issues, “mentors” are assigned to the various
topics and are paired with workers for the purpose of improving the rate and depth of knowledge
transfer.

The following is a tabulated comparison of the most recent values of various Performance
Indicators listed in DCPP’s 2013 Annual Operating Plan compared to their corresponding Goals.

Performance Measure Goal Actual

1. OSHA Recordable Safety < 0.136 0.08

2. Equipment Reliability Index ≥ 91 86

3. Operational Focus Index < 0.60 0.465

4. NRC Substantive Cross-Cutting Issues Zero Zero

5. Corrective Action Index ≥ 92 77.5

6. Station Clock Reset Rate ≤ 0.004 0.0065

7. Outage Duration ≤ 52 days 48.8 days

8. Environmental Index ≥ 92 96.3



As can be seen from the above tabulation, five of the eight performance measures exceed their
2013 goals. The three that are not meeting the goals are discussed below, based on information in
the most recent DCPP Plant Performance Indicator Report that was available to the DCISC (dated
October 16, 2013).

The Equipment Reliability Index is a composite index derived from 18 leading and lagging
performance indicators that monitor areas of Electrical Generation, Challenges to Operations,
System Health, Maintenance, Work Management, Long Term Planning, Monitoring and Trending,
etc. The station’s most recent analysis of this indicator noted that the primary cause of the lower
than desired value of this Index was a higher than desired number of deferrals of Preventive
Maintenance activities.

The Corrective Action Index is a composite indicator derived from 17 individual indicators related to
the number, duration, and backlog of corrective action documents, the significance of events, the
number of repeat events, the initiation rate of reviews following events, and the quality and
timeliness of event analyses. The station’s most recent analysis of this Index attributed its lower
than desired value to the average age of open corrective action documents for several station
departments and a longer than desired time period for analyzing one significant event.

The Station Clock Reset Rate is a Human Performance measure of the extent to which error free
work is performed over a rolling 12 month period. It is defined as the number of Human
Performance Events divided by the total number of person-hours (including supplemental workers)
for a period of 18 months, then divided by 10,000. The most recent value of this index was due to
the fact that the station had experienced one such event in the first quarter of 2013, three in the
second quarter, none in the third quarter, and also none back in the fourth quarter of 2012.

Conclusions:

DCPP’s 2013 Operating Plan has been ambitious. Planned actions and indicators of
performance are well conceived and comprehensive, and performance is carefully
monitored, reported, and analyzed. The station’s continuing focus on human
performance is appropriate. It is getting desired results, which are especially
reflected in the station’s commendable industrial safety record throughout 2013, in
particular during the extensive refueling outage 2R17. The DCISC should continue
to review DCPP’s Annual Operating Plans near the beginning and end of each year
in both Fact-finding Visits and Public Meetings, as appropriate, with particular
attention paid to those indices that are not meeting station goals.

Recommendations:

None

4.0 Conclusions



4.1

The governing procedure for “Operator Routine Plant Equipment Inspections”
clearly defines the various responsibilities for those individuals who must
implement various aspects of the procedure. The number of revisions to the
procedure and the effective date of its current revision are indicative of it being a
useful working document. The initial briefing regarding plant status and planned
activities was well structured and informative. The Turbine Building was clean and
well lighted. Piping and equipment were well insulated, and there were only a
small number of steam and water leaks (which had in each case already been
identified and tagged). All data recorded for Unit 1, except Hydrogen Usage was in
specification. The Turbine Building Operator who escorted the Fact-finding Team
displayed effective Human Performance behaviors pertaining to data collection,
communications, nuclear and industrial safety, and security. Although the Fact-
finding Team was not able to observe the complete operator round, the time
devoted to this observation was sufficient to be able to assess the structure and
effectiveness of the round and the physical condition of the Turbine Building. The
DCISC should consider periodically examining other lengthy planned station
activities and should obtain the governing procedure(s) for such activities prior to
arrival on site.

4.2

DCPP’s Engineering Training Group appears to have strengthened the depth and
rigor of its program with respect to the many and varied technical disciplines that
comprise the Engineering function. As the station has noted, continued attention is
needed to address knowledge transfer from the experienced, aging staff to newer
engineers. DCISC’s next review of this topic need be no earlier than the first quarter
of 2015.

4.3

Work continues to progress on DCPP’s Licensing Basis Verification Project (LBVP).
As clearly noted by DCPP, although the project’s commitment for submitting
updated documents to the NRC by December 31, 2015 is expected to be met, the
completion of related design changes and the approval of License Amendments
Requests will extend beyond that date. Since this project has clearly entered a
maturation phase, the DCISC should consider conducting a more detailed
examination of project status prior to the October 2014 Public Meeting, or even
prior to the June 2014 Public Meeting. This examination would require
considerably more time than does a routine Fact-finding Topic, but it could serve to
provide DCPP with a clearer picture of the overall project status as well as the
specific License Amendments and design changes that will emerge from this
Project.

4.4



PG&E’s technical work on tsunami hazards at the DCPP site is well-planned,
proceeding very well so far, and working on the correct set of problems. The work
is in fact moving rapidly toward achieving the needed understanding, and the
technical quality seems to be excellent. The DCISC should continue to follow this
work over the next few years.

4.5

DCPP appears to have made considerable progress in enhancing the capabilities of
its Fire Department, both in preparation and in equipment, to respond to a station
fire and/or nuclear emergency. Communications and cooperation between DCPP’s
Fire Department and CalFire (and other nuclear plants) also appear to have
strengthened. The DCISC should consider observing a future station drill or
emergency exercise that involves the mobilization of DCPP’s Fire Department (and
CalFire if included). DCISC should also consider including this topic in a future Fact-
finding Visit or Public Meeting no later than the first quarter of 2015.

4.6

Voltage fluctuations on PG&E’s 230kV system, which is the first source of
emergency electrical power to DCPP’s 4kV vital buses, reduce the reliability of this
power source, although the system is still within NRC’s licensing basis. DCPP is
taking action within its own capacity to address the issue, and PG&E’s Transmission
organization is also engaged in examining options for remedial action. The options
being examined and pursued by both DCPP and PG&E’s transmission group appear
to provide satisfactory remedies to this issue. DCISC should continue to examine
the status of this longstanding problem on at least an annual basis.

4.7

DCISC meetings with the NRC Senior Resident Inspector continue to be beneficial
with regard to sharing information and to understanding NRC and DCPP issues.

4.8

DCPP’s 2013 Operating Plan has been ambitious. Planned actions and indicators of
performance are well conceived and comprehensive, and performance is carefully
monitored, reported, and analyzed. The station’s continuing focus on human
performance is appropriate. It is getting desired results, which are especially
reflected in the station’s commendable industrial safety record throughout 2013, in
particular during the extensive refueling outage 2R17. The DCISC should continue
to review DCPP’s Annual Operating Plans near the beginning and end of each year
in both Fact-finding Visits and Public Meetings, as appropriate, with particular
attention paid to those indices that are not meeting station goals.

5.0 Recommendations:

None
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Report on Fact Finding Meeting at DCPP on December 11–12, 2013 by Per F. Peterson,
Member, and R. Ferman Wardell, Consultant

1.0 Summary

The results of the December 11–12, 2013 fact-finding trip to the Diablo Canyon Power Plant in Avila Beach, CA
are presented. The subjects addressed and summarized in Section 3 are as follows:

1. Observe Plant Health Committee Meeting

2. Refueling Outage 1R18 Plan and Outage Safety Plan

3. Digital Systems Overview

4. Containment Equipment Seismic Hatch Closure Capability

5. Performance Improvement Review Board

6. Workplace Seismic Safety

7. Plant Protection System (Eagle 21) Replacement

8. San Luis Obispo County Emergency Precautionary Actions and Use of Social Media

9. Institute of Nuclear Power Operations Evaluation Update

10. Software Quality Assurance and Cyber Security

11. DCPP Flexible Operations Update

12. Per Peterson Meet with Ed Halpin, Chief Nuclear Officer

2.0 Introduction

This fact-finding trip to the DCPP was made to evaluate specific safety matters for the DCISC. The objective
of the evaluation was to determine if PG&E’s performance is appropriate and whether any areas revealed
observations which are important enough to warrant further review, follow-up, or presentation at a Public
Meeting. These safety matters include follow-up and/or continuing review efforts by the Committee, as well as
those identified as a result of reviews of various safety-related documents.

Section 4 – Conclusions highlights the conclusions of the Fact-finding Team based on items reported in Section 3 –
Discussion. These highlights also include the team’s suggested follow-up items for the DCISC, such as scheduling
future Fact-finding meetings on the topic, presentations at future public meetings, and requests for future
updates or information from DCPP on specific areas of interest, etc.

Section 5 – Recommendations lists specific recommendations to PG&E proposed by the Fact-finding Team. These
recommendations will be considered by the DCISC. After review and approval by the DCISC, the Fact-finding
Report, including its recommendations, is provided to PG&E. The Fact-finding Report will also appear in the
DCISC Annual Report.

3.0 Discussion



3.1 Observe Plant Health Committee Meeting

The DCISC Fact-finding Team (FFT) observed the December 11, 2013 weekly Plant Health Committee (PHC)
meeting. The DCISC last observed a PHC meeting in September 2013 (Reference 6.1) when it concluded the
following:

DCPP’s Plant Health Committee meetings continue to be effectively and efficiently managed. Actions to
regain the health of unhealthy systems are addressed swiftly and concretely.

The PHC is governed by DCPP Procedure OM4.ID16, “Plant Health Committee” and is a management team
responsible for:

Continual review of system and program health issues

Routinely monitoring the status of plant health issues on the plant health issues list for action status and
completion

Routinely monitoring the status of the system health tactical list

Review and approval of action plans to address plant health issues that originated from system health
reports, maintenance rule, operator workarounds, program health reports, emergent issues, and others
deemed important to monitor

Review and monitoring of plant health issue plans that are presented to the PHC

Membership and expected attendance is as follows:

Plant Health Committee Chairman and Facilitator (currently the Station Director)

Project Engineering Manager

Operations Director

Engineering Director or Senior Director

Maintenance Director

Outage Management Director

Reliability Engineering Supervisor

Administrative Support Person

Others are invited to the meetings as appropriate.

Plant health issues that require PHC review include:

Issues that result in a red or yellow (unacceptable health) system health color (reviewed at least every six
months)

Programs that are rated red or yellow health color (reviewed at least every 6 months)

Equipment performance issues that result in a red or yellow component health color

Issues that result in a Maintenance Rule (a)(1) system

Chronic system, program, or component health problems

Issues that require special management attention or extensive resources to address

High Critical (1A) Preventive Maintenance deferral requests and appeals



The agenda for this meeting included the following:

1. Administrative Items

2. Safety Message

3. Review/Approve Minutes from Previous Meeting

4. 10CFR50 Appendix R, Fire Protection Program Health

5. Radiation Monitoring System Health

6. Preventive Maintenance Deferral Requests

7. Action Item Review

Appendix R Program Health

The Appendix R Program Manager reported that this fire protection program health was Red, unsatisfactory, due
to the following:

Excessive Infrastructure Deficiencies (any Nonconforming Report [NCR] or NRC violation or more than one
DA-type Notification or external finding that remains relevant.); however, the backlog has been reduced by
33% bringing this indicator toward healthy.

Excessive Critical Component Failure/Adverse Equipment Trend (one or more critical component failures
without an action plan.) due to 16 impaired fire doors for several years due to financing deferrals. The
impaired doors require fire watches, an unsatisfactory long-term substitute for fully functional fire doors.
DCPP has an action plan to replace/repair these doors, but funding has been deferred through 2016. This
deferral is a concern to the DCISC, and the Fact-finding Team recommends that the DCISC look further into
the deferrals.

Fire dampers are in Maintenance Rule [MR] (a)(1) status, Goal Setting, due to degraded parts due to aged
equipment that is not being sufficiently maintained. Changes to the maintenance plan and training are being
implemented. The dampers can return to healthy when they have successfully passed two cycles of run
time (mid-2016).

Radiation Monitoring System Health

The Radiation Monitoring System health is White (satisfactory) for Unit 1 and Yellow (unsatisfactory) for Unit 2
due to equipment reliability problems due to the age of components; however, obsolescence is not considered a
problem because spare parts are readily available. Unit 2 additionally has had operability problems with the Plant
Vent and Containment air particulate monitors. An integrated system asset replacement initiative will be
performed concurrent with the DCPP Unit Relicense period; meanwhile, DCPP is developing a plan to manage and
improve system health in the interim. A long-term strategy is scheduled for presentation to the PHC in mid-2014.

Preventive Maintenance Deferral Requests

The following three Preventive Maintenance Deferral Requests were presented to the PHC:

1. Reactor Coolant Pump (RCP) 1-3 Motor Five-Year Rotor Inspection – a mid-cycle inspection was performed
in Outage 1R15 (satisfying the requirement), and the new date coincides with RCP 1-2 inspection, resulting in
lower radiation dose.



2. Residual Heat Removal (RHR) Air-Operated Control Valve (CV)-637 Diagnostic Testing – the request is to
align the diagnostic test with the regularly scheduled valve actuator replacement.

3. RHR Heat Exchanger Bypass Valve HCV-670 – similar to Item above.

The PHC approved all three requests.

The DCPP performance indicator for Red and Yellow system health is shown below.

The two systems which are Red or Yellow for greater than one refueling cycle are the Unit 1 and 2 Emergency
Diesel Generator (EDG) and Heating, Ventilation, and Air Conditioning (HVAC) Systems. Actions to return these
systems to healthy are:

EDG – increase load margin

HVAC – repair Control Room Envelope (CRE) and Containment Fan Cooler Unit (CFCU) coupling damage

DCPP expects to have these changes completed by November 2014 (EDG) and November 2015 (HVAC).

Conclusions:

The DCISC Fact-finding Team observed that the Plant Health Committee meeting was carried
out efficiently and effectively. All presenters were well prepared, and PHC Members’ questions
and comments were appropriate. The DCISC Fact-finding Team has a concern about the length
of time DCPP is taking to replace degraded fire doors. It is recommended that the DCISC follow
up on this item in early 2014.

Recommendations:

None

3.2 Refueling Outage 1R18 Plans and Outage Safety Plan

The DCISC Fact-finding Team met with Matt Coward, Manager, DCPP Outage Management, to review outage
plans and the Outage Safety Plan for the upcoming Refueling Outage 1R18. The DCISC last reviewed a refueling
outage in January 2013 (Reference 6.2) when it reviewed Outage 2R17 and concluded:



The 2R17 DCPP Refueling Outage was successful in meeting or exceeding almost all goals. There were no
significant nuclear safety events or concerns. Of note, 2R17 experienced the lowest radiation dose in Unit
2 outage history.

The outage is scheduled for 33 days duration beginning February 2, 2014, and the stretch goal is 28 days. The
following are some of the major projects planned for the outage:

Main Generator stator 10-year rewedge and inspection (to be performed by Siemens) – this is currently the
critical path item.

Main Bank and Startup Transformer preventive maintenance

Ten-year Reactor Vessel In-Service Inspection

Polar Crane rebuild (this is a polar crane-intensive outage)

The DCISC FFT received and reviewed the 1R18 Outage Safety Plan. The purpose of the Outage Safety Plan is to
provide information on outage safety requirements and highlight risk areas to plant staff. In order to assess
outage safety impact, referral to the Outage Safety Plan and Outage Safety Schedule is to be made prior to
making major schedule changes. The intent of the Outage Safety Plan is to provide a concise document for use in
evaluating plant conditions during Modes 5 (Cold Shutdown) and 6 (Refueling) to ensure the key safety functions
are satisfied, while maintaining consistency with the Technical Specifications and Equipment Control Guidelines.
DCPP’s outage safety program is designed around three major concepts:

1. Prevention of any accident-initiating event

2. Mitigation of an accident before it potentially progresses to core damage

3. Control of radioactive material if a core damage accident should occur

The Outage Safety Plan is based on the following:

NUMARC 91-06, “Guidelines for Industry Actions to Assess Shutdown Management,” which is the basis for
the Key Safety Functions contained in the DCPP plant procedure’s specific equipment requirements.

DCPP Procedure “Containment Closure,” which defines the plant conditions requiring Containment
integrity, or closure capability to help control radioactive material, if core damage occurs.

DCPP Procedures “Outage Safety Management,” “Outage Safety Management Control of Off-Site Power
Supplies to Vital Busses,” and “Outage Safety Management Outage Planning and Management During
Increased Risk Periods.”

The outage safety plan provides background information for the logic contained in the outage safety checklists.
The checklists provide the logic used to develop the outage safety schedule. The schedule and checklists ensure
that the equipment and plant conditions assumed in the abnormal procedures shutdown are met. These
procedures contain guidance for providing passive core cooling used during and key safety system restoration.

Outage safety planning is based upon the assumption of a worst-case event, which is a loss of all AC power.

The Outage Safety Plan contains the following topics:

Infrequently Performed Tests or Evolutions

Contingency Strategies



Transition Periods and Testing

Prevention of Accident Initiating Events

Outage Safety Checklists

Mode 5 (Cold Shutdown) Loops Filled

Mode 5 Loops Not Filled

Mode 6 (Refueling) RCS Level at RV Nozzles

Mode 6 Level Below RV Nozzles

Core Offloaded

Containment Closure

Industry Outage Events

DCPP uses “safety Monitor,” a probabilistic risk analysis tool that has replaced the older “ORAM-Sentinel”
computer program, to analyze the risk of reactor coolant boiling and core damage risk while fuel is in the reactor
vessel based upon the outage equipment out-of-service schedule information. Procedure AD8.DC55, “Outage
Safety Scheduling”, controls the analysis. The resultant Outage Safety Schedule shows the Defense-in-Depth
(DID) Status for various states of the following safety functions:

Decay Heat Removal Capability

Reactor Coolant System Inventory Control

Reactivity Control

Support Systems (Heat Sink)

Containment Closure

AC Power Available

Spent Fuel Pool Cooling

DC Power

120VAC Instrument Power

Emergency Diesel Generator/Fuel Handling Building/Charging Power Supply

DCPP has a process (Procedure OP Q-38, “Protected Equipment Postings – Outages”) to designate and protect
equipment required for DID of safety systems during outages. The process includes lists, tags, signage, and
physical barriers. The procedure appeared adequate.

An “N+1” defense in depth philosophy, where N generally represents the minimum equipment needed to
maintain a key safety function, is utilized to evaluate the status of the key safety functions. Defense-in-Depth
(DID) Status is represented by the following four color definitions:

Green – represents >N+1 DID, where N is the minimum equipment needed to maintain a key safety function
with more than one backup means of support.

Yellow – represents N+1 DID, which is considered the normal DID. Key safety functions are fully supported
with at least one backup means of support.

Orange – represents an N condition, where key safety functions are supported, but minimum DID is not



met, and compensatory measures must be in place.

Red – represents a < N condition in which key safety functions are not supported.

DCPP considers a status of Green or Yellow acceptable for planned outage activities because key safety functions
are fully supported with DID. No planned activities should result in an Orange condition; however, in the rare case
where an Orange condition is necessary, a contingency plan with compensatory actions must be developed and
implemented. The contingency plan then provides DID, since it provides a backup safety function if the minimum
safety function becomes unavailable. Planned Red conditions are prohibited. The 1R18 Outage Safety Plan
contains no Orange or Red conditions and eleven Yellow ones. Significant points in the Outage Safety Plan are as
follows:

The RCS will not be completely drained and no Steam Generator eddy current testing is scheduled;
therefore, no nozzle dams will be installed.

Temporary Containment Penetration 60 will be installed to support the 10-year Reactor Vessel in-service
inspection, which requires removing the Lower Internals.

Integrated Safeguards testing and associated bus transfer testing will be performed in Mode 5 at the
beginning of the outage.

STPs M-13B1, B2, B3, and B4 will be performed at the start of the outage.

Vital Battery 1-1 cells and DC Distribution Shut Down Panel SD1-1 will be replaced. Prior to clearing SD1-1, a
Class 1E temporary modification for 4kV Bus F relaying and DC control power and Non-Class 1E temporary
modification for selected circuits will be installed.

Vital Bus G will be de-energized for maintenance after the Upper Internals are removed.

Mode 2 Low Power Physics Testing will be performed.

The Refueling Cavity will remain filled during the Defueled Window.

Upgrades to the Process Control System will be performed to address issues of rack power supply
overheating, fiber optic cable protection, HSP annunciator, and software changes.

Containment closure is controlled by Procedure AD8,DC54, “Containment Closure,” which is used for establishing
closure if Residual Heat Removal (RHR) is lost, a fuel handling accident occurs, or in the event of a severe weather
warning for the site. In general, Containment closure capability must be maintained any time fuel is in the reactor
and the Reactor Coolant System (RCS) is not intact. The required time for achieving closure is determined by
Operations based on the existing plant status and any events occurring. This is based on the time-to-boil for
Reactor Vessel coolant. Containment closure drills are performed prior to plant conditions occurring, which would
require closure. A Containment Closure Team, as directed by the Containment Coordinator, is established when
closure-requiring conditions are possible. Because of the question of inadequate closure capability following a
seismic event, brought up by the DCISC, DCPP has decided to keep the Containment Equipment Hatch closed
during fuel movement in 1R18. This is prudent; however it is not specifically addressed in the Outage Safety Plan.
Because this is a significant new requirement, the DCISC FFT believes is should be specifically addressed in the
Outage Safety Plan and will so advise DCPP.

Conclusions:

The DCPP Outage 1R18 Outage Safety Plan is a comprehensive and detailed document
describing the schedule and steps in the outage, which are identified as high risks of core
boiling or damage as a result of losing electric power and/or cooling to the reactor core and
Spent Fuel Pool, and the backup systems that are available. The emphasis is on prevention of



incidents, mitigation of accidents and control of radioactive material. With one exception the
Outage Safety Plan appears to be well designed to achieve outage safety. The exception is that
the new DCPP requirement that the Containment Equipment Hatch be closed and secured
during fuel movement is not specifically addressed. The DCISC believes it should be specifically
addressed in the Outage Safety Plan.

Recommendation:

The DCISC recommends that DCPP specifically include in its 1R18 Outage Safety Plan the
requirement that the Containment Equipment Hatch remain closed during fuel movement.

Basis for Recommendation:

DCPP has a longstanding requirement and procedure to provide for timely closure of the
Containment Equipment Hatch during movement of fuel in an outage. This is to prevent the
escape to the environment of radioactivity should a fuel handling accident occur. The Outage
Safety Plan correctly states “Containment closure is the last line of defense and will contain
radioactive materials if a core damage accident should occur.” In early 2013 the DCISC had
questioned the ability to close and secure the Containment Equipment Hatch following a
seismic event. Because DCPP had no assurance of this capability, they decided to require that
the hatch remain closed during fuel movement. This is prudent; however, it is not specifically
addressed in the 1R18 Outage Safety Plan. Because of its significance and newness, the DCISC
recommends that the Outage Safety Plan specifically address maintaining hatch closure, not
just closure capability, during fuel movement.

3.3 Digital Systems Overview

The DCISC Fact-finding team met with Brian Maule, Supervisor of Digital Systems Engineering, for an
overview of the analog-to-digital control system upgrades DCPP has made and plans to make. The DCISC last
reviewed this subject in June 2013 (Reference 6.3) when it concluded the following:

DCPP’s replacement of its aging analog Process Control System with a digital one is a significant upgrade
to the operation of the plant. The system has performed better than expected and has had no significant
issues.

DCPP has replaced the following analog control systems with digital ones not only from the standpoint of
obsolesce and parts unavailability and lack of vendor support, but also for improved system control, maintenance
and reliability:

Reactor Vessel Level Indicator System (RVLIS) and Thermocouple Monitoring System – 2000

Feedwater Control System – initially in 1992 and then again in 2003

Turbine Electro-Hydraulic Control System – 2005

Reactor Make-up and Boron Control System (portion of the Chemical and Volume Control System) – 2006-7

Transient Recorder System and Safety System Parameter Display System – multiple years

Radiation Monitoring Instrumentation Rack –2008

Control Panel for Control Room and Auxiliary Building HVAC Systems – 2009

Plant Process Computer – 2010 and current upgrade

Auxiliary Board (for Liquid and Gaseous Radioactive and Non-Radioactive Waste Processing Systems) –
2010-2013



Fire Computer (alarm monitoring and human machine interface for operators) – 2011

Process Control System (PCS) – 2012–2013

The PCS is a particularly noteworthy upgrade because of its complexity and broad span of plant control. The PCS
is considered part of the “brains” of the plant because it measures and controls most of the key process
parameters (e.g., pressure, temperature, level, etc.) of the Reactor Coolant System (RCS) and Secondary Systems
such as the following:

Pressurizer Level & Pressure

Control Rod Speed and Direction

Charging Flow

Volume Control Tank Level

Auxiliary Feedwater Runout Protection and Level

Letdown Heat Exchanger Outlet Temperature

Steam Dump Valves

The PCS also provides input signals to the Main Annunciator System, Plant Process Computer, and Hot Shutdown
Panel. It has hundreds of instrument loops.

DCPP reported that the PCS has operated better than expected since replacement in the following ways:

Control and monitoring systems operating with no issues

Decreases required maintenance

Responds better than the simulated response

Provides operators with more information for monitoring and controlling the plant

The primary PCS equipment made by Triconix has been installed and operated in many nuclear and non-nuclear
facilities worldwide for many years without any failures. The Plant Simulator was modified prior to Outage 1R17
(May 2012) to allow operators to train on the new system.

To address cyber security, the PCS data output goes through a port aggregator, which allows only one-way
communication, i.e., no incoming (malicious) signals are permitted entry. The NRC has approved this
arrangement. The PCS equipment is located in a Vital Area]. The Solid State Protection System (SSPS), which
performs basic plant protection and safety functions, is likewise independent of the PCS, providing an additional
layer of cyber security.

These new control systems were reported to be functioning properly and offer better control, more flexibility,
higher reliability, and better availability of spare parts.

Plans for new digital replacements include the following:

Condensate Polisher System – 2015-6

Process Protection System – (see Section 3.7, Process Protection System [Eagle 21] below)

Conclusions:



DCPP has been pro-active and successful in replacing its aging, obsolete analog control systems
with modern, efficient digital control systems on key safety and non-safety-related plant
process and monitoring systems.

Recommendations:

None

3.4 Containment Equipment Hatch Seismic Closure Capability

The DCISC Fact-finding team met with Mark Sharp, Engineering Manager for the Licensing Basis Verification
Project (Reference 6.4), to discuss the capability to close and secure the Containment Equipment Hatch during or
following a seismic event. The DCISC last reviewed this topic in September 2013 (Reference 6.5) and concluded
the following:

DCPP provided the DCISC Fact-finding Team with the seismic design capabilities of the Containment
equipment hatch; however, further study is needed by DCPP to determine if the hatch can be closed
within the procedurally required time following a design basis earthquake. The DCISC should follow up on
this issue.

DCPP’s Containment equipment hatch is usually open during refueling outages for Containment atmosphere
cooling and movement of large equipment into and out of Containment. Emergency closure of the Containment
equipment hatch and other penetrations is controlled by Procedure AD8,DC54, “Containment Closure,” which is
used for establishing closure if Residual Heat Removal (RHR) is lost, there is a spent fuel accident, or in the event
of a severe weather warning for the site. Containment closure capability is to be maintained any time fuel is in the
reactor and the RCS is not intact. The required time for achieving closure is determined by Operations based on
the existing plant status and any events occurring as well as on the time-to-boil for Reactor Vessel coolant.
Containment hatch closure drills are performed early in each refueling outage. A Containment Closure Team, as
directed by the Containment Coordinator, is established and available when closure-requiring conditions are
prevalent. When the RCS is open, DCPP requires a Closure Team to be available on short notice to close the hatch
within the required time. The team performs drills each outage, and they and their tools are staged nearby.

The DCISC FFT asked about Containment equipment hatch closure following an earthquake, specifically whether
the device (rollers on I-beam suspension system) supporting the open hatch was seismically qualified, such that it
would be functional following an earthquake. DCPP analyses show that the open Containment hatch support
system is designed to not adversely affect other safety-related equipment but may not be specifically designed to
remain functional during or following an earthquake. Although the probability is small of an earthquake of high
enough magnitude to adversely affect the hatch mechanism during an outage, it is a concern of the DCISC FFT.
The open hatch support system represents a robust design; however, it does not answer the question: “Does the
Containment equipment hatch have the ability to be closed within the procedurally required time during or
following a design basis earthquake?”

DCPP structural analysis indicated that the monorail would distort in a Hosgri-type earthquake, which would
prevent timely closure, if needed. DCPP made the prudent decision to keep the hatch closed during fuel
movement inside Containment, until the hatch support design could be modified. The plant has plans to
strengthen the hatch support system.

Conclusions:

The DCISC found acceptable DCPP’s plans to keep the Containment Equipment Closed during
fuel movement in refueling outages, until it could strengthen the hatch support design to



withstand Hosgri-type earthquakes.

Recommendations:

None

3.5 Performance Improvement Review Board

The DCISC Fact-finding Team attended and observed the December 11, 2013 meeting of the Performance
Improvement Review Board (PIRB). The DCISC last observer a PIRB meeting in August 2012 (Reference 6.6) and
concluded:

The DCPP Performance Improvement Program (PIP) includes a process for closing gaps to excellence
with formal problem input and identification, definitive action plans for resolution, measures of success,
and tight action and schedule accountability. The process involves regular action plan status meetings of
the high-level management Performance Improvement Review Board, which the DCISC observed and
concluded is effective.

The DCPP Performance Improvement Program (PIR), implemented under DCPP Procedure OMD15.ID5,
“Performance Improvement Program,” is characterized as follows:

Excellence in performance improvement is embodied by the organization that views improving
performance as a never-ending pursuit rather than a final destination. Such an organization strives at all
levels to achieve high levels of operational performance by effective application of the three key
attributes of the performance improvement model: [Identifying and Monitoring, Analyzing and Planning
Solutions, and Implementing Solutions].

The PI Program Attributes utilize the following functions for implementing the three Attributes:

1. Identifying and Monitoring

Standards – High standards should be used as a baseline to identify gaps and advance performance.

Self-Assessment – Self-assessment activities, whether they are focused or ongoing as part of daily
activities necessary to support plant operation, should be critical of performance and identify
performance shortfalls.

Performance Indicators – Leadership team should use an established set of performance indicators to
oversee and monitor current and past performance for evidence of declining trends.

Performance Assessment and Trending – Performance assessment should involve analyzing the issues
contained in a wide variety of documented performance information, including corrective action, self-
assessments, observation data, and performance indicators.

Benchmarking (Industry Workshops) – Periodic benchmarking should ensure that the station does not
become isolated, but stays connected to the rest of the industry.

Plant and Industry Operating Experience – Operating experience should provide opportunity to
proactively learn from both internal and external mistakes and mishaps.

Observation Program – Management should value and use behavior observations as a performance-
monitoring tool.

Problem Reporting (CAP) – Leadership team should promote a vision of problem reporting that
emphasizes the corrective actions program as the day-to-day problem reporting system.



Effectiveness Reviews – Management should use effectiveness reviews as a tool for determining if past
improvement efforts have resolved specific performance gaps.

Independent Oversight (QV, INPO, NRC, NSOC) – Line management should value independent oversight
as a performance monitoring input. Such oversight is typically provided by the quality or nuclear
assessment organization.

2. Analyzing and Planning Solutions

Problem Analysis

Benchmarking

Self-Assessment

Operating Experience (OE)

Common Factor Analysis

Root Cause Evaluation (RCE)

Apparent Cause Evaluation (ACE)

INPO Assist/Review

Work Group Evaluation (WGE)

Human Error Investigation Tool (HEIT)

Job Task Analysis

Action Planning

Action planning should select and plan corrective actions to address performance gaps.

Planned actions to address problems should be captured in the corrective action program.

Effective corrective actions should be SMART (Specific, Measurable,

Achievable, Realistic, Timely).

The following warning flags should be considered:

Backlogs of incomplete root and apparent cause analyses increase.

Backlogs of open corrective actions are high and increasing.

Backlog reduction efforts or action due date assignments assign all corrective actions equal
importance.

3. Implementing Solutions

Action Tracking – Managers and supervisors should establish methods to track the status of
improvement actions and measure implementation progress against expectations.

Task Assignment – Either managers or supervisors should be involved in task assignment to the degree
necessary to ensure personnel assigned tasks are qualified and possess the talent, knowledge,
experience, and skill to fully understand and carry out the actions assigned.

Resource Management – Management should consider the availability of suitable resources when
implementing solutions to improve performance.

Training – Line manager and individual contributors should be sufficiently trained on their particular
supporting role.



The PIRB’s function is to “[p]rovide management oversight, direction, support, and accountability for the
integrated implementation of the performance improvement program.” The PIRB consists of the following
members:

Site vice president – chairperson

Senior engineering director

Station Director

Engineering director

Operations director

Maintenance director

Site services director

Security director

Training director

Work management director

Performance improvement manager

The agenda for this meeting was as follows:

1. Safety Minute

2. Verify Quorum

3. Review Desired Outcomes

4. Review Past Actions

5. Strategic Projects Quality Verification (QV) and Nuclear Safety Oversight Committee (NSOC) Presentation

6. Strategic Projects PI Report

7. Site Services QV and NSOC Presentation

8. Site Services PI Report

9. Meeting Evaluation

The process followed in the PIRB meeting was to discuss actions to close Gaps to Excellence identified by DCPP
QV and NSOC, both high-level oversight organizations. In this meeting two organizations, Strategic Projects and
Site Services, were selected to present their plans and achievements. Each organization had prepared and
submitted Action Plans for each Gap to Excellence. For this case the Gaps were the following:

Strategic Projects

Control of Supplemental Workforce (on-site vendors and contractors)

Security Projects Partial Closures

Site Services Contractor Vehicle/Mobile Equipment Incidents

Site Services

Station Human Performance



Timely Resolution of Significant Conditions Adverse to Quality

Root and Apparent Cause Product Quality

Reporting of DCPP Events to Industry not timely

Emergency Operating Procedures and Emergency Response Guidelines Deviations

Emergency Plan Licensing Basis not clearly defined

Equipment important to emergency response offsite being implemented outside of standard plant
processes

Corporate emergency preparedness and response functions is not well integrated with the plant
organization

Action Plans for each Gap uniformly contained the following information:

Initiation Date

Action Plan Status

Section Owner

Performance Gap Problem Statement

How Identified

Analysis Products

Key Actions

Success Criteria

Performance Monitoring Tools

Results Achieved to Date

Supporting Documentation (if any)

The discussion by attendees was intrusive, demanding, detailed, and comprehensive. The process appeared to be
effective in assigning gap ownership, crafting measurable action plans, achieving and reporting results in a timely
manner.

Conclusions:

The DCPP Performance Improvement Review Board meeting observed by the DCISC appeared
to be effective in assigning gap ownership, crafting measurable action plans, achieving and
reporting results in a timely manner. The discussion was intrusive, demanding, detailed, and
comprehensive.

Recommendations:

None

3.6 Workplace Seismic Safety

The DCISC Fact-finding Team met with Ken Pazden, DCPP Facilities Manager, and Craig Murry, Project
Manager, for an update on DCPP’s Workplace Seismic Safety Program. The DCISC last reviewed this item in
September 2013 (Reference 6.7) when it concluded the following:



DCPP is making good progress on its Office Seismic safety Program with benchmarking of other facilities,
completion of standards for bracing and restraining of hazardous furniture items, development and
implementation of an impressive Action Plan. DCPP expects completion of corrective actions by January
31, 2014. The Fact-finding Team recommends a presentation by DCPP at the February 2014 DCISC Public
Meeting.

DCPP has had in place a program called Seismic Induced Systems Interaction (SISI) Housekeeping Program, which
is used to assure that safety- and non-safety-related components cannot adversely interact with safety-related
components. The DCISC last reviewed that program in May 2011 (Reference 6.7) and concluded:

Performance appears to have improved considerably in the area of DCPP’s Seismically Induced Systems
Interaction Housekeeping Program since the DCISC Fact-finding Team’s last review of this topic in July
2010. Recognizing that increased effort and attention to detail on this issue will be needed as a result of
the accidents at Fukushima, the DCISC should review this topic on a periodic basis through Fact-finding
trips and/or through DCPP presentations at Public Meetings.

DCPP’s SISI program is designed to protect plant equipment needed for safe operation and shutdown; however,
DCPP has not had a similar program to protect plant personnel in office spaces and other workspaces from tall
furniture which could be toppled by an earthquake and injure them or block their safe egress, so they can then
gain access to critical plant areas. The DCISC has been trying to get the plant’s attention on this issue since May
2010 (Reference 6.8).

DCPP management began taking ownership of this issue in August 2012 as described above. The purpose of this
Fact-finding Meeting was to see what additional progress had been made. The DCISC received and reviewed a
DCPP Action Plan “DCPP Personnel Seismic Safety,” which had been developed to address this issue. The Action
Plan included personnel responsibilities and associated objectives, each with specific actions and completion
dates.

The DCISC received and reviewed the following documents:

1. Corrective Action Program Notification 50546874, “Personnel Seismic Safety Action Plan” – the initial
(March 11, 2013) documentation of the DCISC’s concern over seismic safety in the workplace.

2. “Action Plan: DCPP Personnel Seismic Safety,” August 28, 2013 – DCPP’s action plan to investigate and
resolve personnel seismic safety issues.

3. “DCPP Standards for Bracing Furniture, Cabinets, and Storage Racks,” Revision 0 – DCPP’s specific standard
for furniture and cabinets based on the corporate PG&E standard.

The DCISC has concluded DCPP has been responsive to its concern via the above documents.

The purpose of this December 11, 2013 Fact-finding Meeting was to ascertain the status and progress of DCPP’s
actions. DCPP had made substantial progress and shared the following schedules for completion:

June 2014

All deficiencies identified and documented for tracking of resolution

December 2014

All deficiencies resolved/corrected

The DCISC FFT concluded that this is satisfactory progress.



The DCISC FFT toured several upgraded DCPP office areas with Messrs. Pazden and Murry. This included
renovations to the Main Administration Building and Engineering offices. The upgrades were impressive,
resolving the personnel seismic safety issues in those locations. DCPP reported that the Shift Supervisor’s Office
adjacent to the Control Room had also been renovated, removing the tall bookcases, which loomed over the Shift
Supervisor’s desk.

The FFT recommends that the DCISC include a report on the DCPP Workplace Seismic Safety Program at its
February 12–13, 2014 Public Meeting.

Conclusions:

DCPP’s progress on resolving its Workplace Personnel Seismic Safety issues has been
satisfactory and responsive to the DCISC’s concerns.

Recommendations:

None

3.7 Plant Protection System (Eagle 21) Replacement

The DCISC Fact-finding Team met with Wayne Ginter, Project Services Manager, Strategic Projects, and Allen
Wilson, Project Manager, Process Protection System (PPS) (named Eagle 21) Replacement Project, for a report on
the status of the project. This was the first DCISC review of this project, though it had reviewed a related project,
the Process Control Replacement Project (see Section 3.3 above).

Eagle 21 is part of the original Westinghouse Nuclear Steam Supply System (NSSS), which includes the Reactor
Coolant System (RCS). Eagle 21 was updated in the mid-1990s and is now to be replaced with a digital version. The
system consists of four separate protection sets, which provide trip and actuation signals to the Solid State
Protection System (SSPS) for use by the Reactor Trip System (RTS) and Engineered Safety Features Actuation
System (ESFAS). Output signals of the PPS parameters (temperature, pressure, level, neutron flux, and flow) are
provided to the Main Control Room for indication and recording, to the Plant Process Computer for monitoring,
and to the Main Annunciator System, for alarming. The PPS also provides input sensor signals to various plant
control systems. These signals are isolated from the PPS and are not processed by the PPS instrumentation (with
the exception of RCS Delta-T and Tavg channels). The PPS also provides isolated signals to the Anticipated Trip
Without Scram (ATWS) Mitigation System Actuation Circuitry (AMSAC) and other such control systems as the
Control Rod Control System and Digital Feedwater Control system. Each protection set is physically and
electrically separated from the other sets.

Each of the four digital PPS protection sets will be comprised of electronics and software from software-based
Triconix Tricon Processors, which DCPP has used successfully in other digital control applications, to mitigate
events where existing safety analyses have determined that diverse and independent automatic mitigating
functions are available to mitigate the effects of postulated Common Cause Failure (CCF) concurrent with FSAR
Chapter 15, Accident Analysis, events. For events where existing analyses credit manual mitigative action,
automatic protective functions will be performed in a diverse safety-related Westinghouse CS Innovations
Advanced Logic System.

The design is currently undergoing NRC review with the factory acceptance test results to be provided to NRC in
August 2014 and Equipment Qualification test results in October 2014. DCPP has submitted a License Amendment
Request (LAR) and expects NRC approval by the end of 2014. Installation is scheduled to be performed during
Refueling Outages 1R21 (2019) and 2R21 (2019).



Conclusions:

DCPP is proceeding with the replacement of its Eagle 21, Plant Process Protection System
(PPS). Its design is under review by NRC, which approval is expected by the end of 2014.
Installation is planned for Refueling Outages 1R21 and 2R21 (2019). The replacement appears
prudent for improved reliability, maintenance, and nuclear safety.

Recommendations:

None

3.8 San Luis Obispo County Emergency Precautionary Actions and Use of Social Media

The Fact-finding Team met with Ron Alsop, Manager of the San Luis Obispo County Office of Emergency
Services, four of his staff, and Tracy Vardas, DCPP Emergency Preparedness Staff, to learn about SLO County’s use
of emergency precautionary actions and use of social media during emergencies. The DCISC last heard from SLO
County Emergency Services at its October 10-11, 2012 Public Meeting (Reference 6.9) regarding OES’ Role,
Responsibility and Interface with DCPP Pertaining to the Preservation of Public Health & Safety in the Event of a
Radiological Release at DCPP.

In the SLO County/Cities Nuclear Power Plant Plan there are 50 standard operating procedures for each of the
responding agencies and affected jurisdictions. The Plan goal is to reduce or eliminate radiological exposure or
contamination to the general public by precautionary and protective actions. Precautionary actions are not
automatic but are based on the particular event and Emergency Action Level. Examples of precautionary actions
include the following:

Reducing recreating public

Closure of state or county parks

Closure of Port San Luis beaches and facilities

Relocating schools (considered at the Alert Level or higher)

Chosen by school district or recommended by the Emergency Operations Center

Relocation centers are pre-established and communicated to parents and the public

Limiting non-essential hospital admissions

Recommended by the County

Limits non-essential hospital admissions such as elective procedures

Precautionary actions are not recommended without weighing the pros and cons

Benefits of reducing exposure, maximizing resources, allowing for more successful evacuation outweigh
the challenges

Regarding social media, OES monitors social media, especially Twitter and Facebook and has an “Emergency
Twitter” in place. Additionally, the Federal Emergency Management Agency (FEMA) has its Amber Alert System,
which uses selected cell towers for broadcasting information.

Mr. Alsop provided the DCISC FFT copies of the newly issued Emergency Information Calendar for 2014. The
calendar is now jointly provided by both DCPP and SLO County. The Calendar includes the following information:



What to do during an emergency

The Emergency Planning Zones and Map

Public Alert and Notification Systems and Testing of the Systems

What to do if you hear the siren

Evacuation instructions

Transportation available

School information

Sheltering in place information

Potassium Iodide information

Agricultural emergency planning

Levels of emergencies at nuclear power plants

About radiation

Personal evacuation plan form

Government responses

Contact information

Post card to send in for additional information

Conclusions:

The San Luis Obispo County Office of Emergency Services uses of Precautionary Actions and
social media appear appropriate.

3.9 Institute of Nuclear Power Operations Evaluation Update

(Because of the confidential nature of this information, no details are presented.)

The DCISC Fact-finding Team met with Jim Welsch, Plant Manager, for an update on the August 2013
Institute of Nuclear Power Operations (INPO) evaluation. The DCISC last reviewed this topic in March 2013
(Reference 6.10) when it concluded the following:

DCPP has made good progress in addressing the 2011 INPO Evaluation Areas for Improvement in getting ready for the
2013 INPO Evaluation.

DCPP received some Strengths as well as Areas for Improvement, which the plant is working to resolve.

Conclusions:

DCPP appears to be appropriately resolving their Institute of Nuclear Power Operations (INPO)
Areas for Improvement in an aggressive manner.

Recommendations:

None

3.10 Software Quality Assurance and Cyber Security

The DCISC Fact-finding Team met with George Hough, Cyber Security Program Owner, and Jim Graham,



System Engineer for Digital Systems Engineering, to review DCPP’s Software Quality Assurance (SQA) and Cyber
Security Programs.

DCPP Procedure CF2.R8A, “Computer Hardware, Software, and Database Control,” Revision 8A, June 19, 2013
establishes policies and general requirements related to the quality and security of DCPP computer hardware,
software, and database control processes. Applications are divided into the following categories:

Power plant applications and systems

Business applications and systems

Security applications and systems

This “umbrella procedure” requires SQA and Cyber Security procedures commensurate with the importance of
the particular system and consequences of failure.

DCPP Software Quality Assurance (SQA) Program

The DCISC last reviewed SQA in December 2010 (Reference 6.11) when it concluded:

DCPP’s Software Quality Assurance Program appears to be comprehensive and well designed to assure
computer software is developed, maintained, operated, and changed in an appropriately controlled
fashion.

SQA is a DCPP program intended to provide uniform requirements for preparing, revising, and maintaining
computer software, applications and systems that are used to produce or manipulate data used directly in the
design, analysis, and operation of plant structures, systems and components. The program applies to computer
systems that are under complete plant control as well as those that are proprietary and maintained by vendors
who are themselves required to have similar SQA Programs. There is a separate DCPP program for business-
related software.

Procedure CF2.ID9, “Software Quality Assurance for Software Development” controls the DCPP SQA Program for
the development of all new software applications (quality and non-quality related) that affect power plant
operation such as

Plant Process Monitoring (scan, log, and alarm)

Plant Process Control

Other applications related to power plant performance

Developed software applications and revisions to existing plant applications are controlled by their individual
approved SQA Plans. The development process follows the steps in the following chart:



Significant steps in this process are the Functional and Software Requirements Specifications, Software
Verification, Validation, and Installation Tests, Software Configuration Management Plan, and Software Quality
Assurance Plan. The last two documents are the controlling documents for maintaining configuration and making
any changes to the developed software. The important software development steps are subject to independent
validation and verification.

As shown the process is completed with the development of an SQA Plan for the particular application. In the
form of a procedure, an SQA Plan’s purpose is to provide requirements and guidelines for the design,
development, modification, and documentation of the application software. It provides for the overall
responsibilities, definition of terms, and general instructions for developing and maintaining the application.
Specific details for implementing SQA and Configuration Management (CM) are addressed.

Procedure CF2.ID2, “Software Configuration Management for Plant Operations and Operations Support” controls
the DCPP SQA Program. This procedure provides uniform, minimum acceptable requirements for preparing
Software Configuration Management Plans (SCMPs) and Software Quality Assurance Plan (SQAP) and
maintaining configuration control of computer systems and applications that are used for the monitoring or
operation of plant structures, systems, and components. This includes any software providing automatic control,
or software that provides indication of plant conditions to operate or make operational decisions about the plant.
Also controlled by this procedure are systems providing collection, storage, and/or retrieval of plant parameters
used to meet regulatory commitments or provide tuning of plant control or protection parameters.



Configuration Management is the foundation for effective SQA. The SCMP documents software design,
modifiable source, database, data files, and hardware are to be maintained and controlled. The process for
system traceability is to be clearly outlined so that anyone can readily trace from the current baseline
configuration back to the initial baseline. Each system SCMP defines its initial baseline and the event that created
it. For new systems, lower level software design documents are incorporated as configuration items into the
current baseline configuration as separate entity from the archival version incorporated in the plant drawings. For
existing systems, lower level software design documents are brought into the baseline configuration as
practicable, and updated to show new changes. Once an SCMP or SQAP is developed and approved, it is stored
and maintained under revision control within EDMS in the NPG Library: Engineering/Digital Systems Engineering
directory. Changes to an approved SCMP or SQAP require the performance of a Licensing Basis Impact Evaluation
Screen and approval of the owner/supervisor of the SCMP/SQAP.

DCPP reactor and other system controls have no direct connections to the outside “Computer world” in order to
prevent unwanted attacks or challenges from outside. Plant computers, which do connect outside, employ
multiple software firewalls and hardware “data diodes” to prevent incoming problems. System software is pre-
tested via factory acceptance tests (FATs) and/or site acceptance tests (SATs) on isolated development
computers before being installed in a system computer.

DCPP Cyber Security Program

(Due to the sensitive nature of cyber security, limited information is presented here.)

The DCISC last reviewed Cyber Security in April 2011 (Reference 6.12), concluding the following:

DCPP appears to have an effective program plan and project team to design and implement its Cyber
Security Program as required in NRC regulations. The DCISC should follow this effort periodically.

Because of the potential for a cyber attack on a U.S. nuclear power plant, the NRC issued 10CFR73.54, “Protection
of Digital Computer and Communication Systems and Networks,” in March 2009 to establish cyber security
requirements for the following plant functions:

Safety and important to safety functions

Security Systems

Emergency Preparedness Functions

Support systems

This typically includes all systems that use plant data, including Protection Systems, Safety Systems, Non-safety
Systems, Physical Access Control System, and systems unrelated to plant data, such as personnel work scheduling
and timekeeping, inventory control. The regulation addresses interconnections among digital systems, including
pathways for errors and malfeasance, interactions between digital systems and the plant, including new kinds of
failures and spurious actuations not addressed in traditional safety analyses.

NRC then issued Regulatory Guide 5.71, “Cyber Security for Nuclear Facilities,” providing implementation
guidance, and the Nuclear Energy Institute (NEI) issued NEI 0809, “Cyber Security Plan Template.” These
documents established guidance for acceptable cyber security plans utilizing the defense-in-depth strategy.

DCPP submitted its Cyber Security Plan and implementation schedule to NRC in a License Amendment Request
(LAR) on April 4, 2011. Two projects have been initiated to implement the plan: 1. Cyber Security Program



Implementation, and 2. Plan Data Network Isolation. Cyber Security implementation was performed as follows:

Assemble Cyber Security Assessment Team and perform walkdowns and tabletop discussions

Identify critical systems and critical digital assets

Isolate the plant data network

Control portable media devices

Include Cyber Security tampering in security records

Implement Cyber Security controls on selected critical digital assets

In 2013 NRC issued a cyber security enforcement discretion order, and The Nuclear Energy Institute (NEI) issued
its related clarification/guidance document for various levels of system significance. NRC is currently reviewing
the NEI document. DCPP expects to have fully implemented its Cyber Security Program, including plan
modifications, maintenance and operations procedure changes and plant training by December 31, 2015.

DCPP’s current Procedure CF2.ID11, "Cyber Security Assessment of Critical Digital Assets" spells out the
requirements for cyber security. Instructions for maintenance of the cyber security defensive strategy for a
system or application and its specific defensive model is included in the system specific System Configuration
Management Plan, as applicable. The defensive model for a system takes into account the physical security of the
plant and the physical security and defensive strategy of any interconnected systems.

A Software Configuration Management Plan (SCMP) identifies the following:

The software products to which it applies

The current software configuration of the application/system is documented and maintained

The organizations responsible for performing the work and achieving software quality and their tasks and
responsibilities

Required documentation

Standards, conventions, techniques, or methodologies which guide the software development, as well as
methods to assure compliance to the same

The required software reviews

Methods for maintaining cyber security of the system

Methods for assuring proper status control for the system and it's applications during the modification
process.

The methods for error reporting and corrective action

NRC is currently reviewing industry guidance documents for cyber security in order to issue a final cyber security
rule or guide. Nuclear plant operators, including DCPP, are moving ahead with their cyber security plans and
procedures based on existing and proposed guidance.

Conclusions:

DCPP’s Software Quality Assurance Program appears satisfactory and effective. Though NRC has
not yet issued its final rules/guidance on nuclear power plant cyber security, DCPP and other
nuclear power plant operators have established cyber security procedures based on existing
guidance and are moving ahead with their plans and procedures based on proposed



NRC/industry requirements. This also appears satisfactory. The DCISC should follow up on
cyber security after NRC issues its final rules.

Recommendations:

None

3.11 DCPP Load Follow Update

The FF team met with Jeff Summey, Senior Director Engineering and Projects, to discuss the topic of flexible
operation.  This is the first DCISC review of this topic. PG&E expects that significant changes will occur by 2020 in
California's generation, particularly due to increased deployment of solar photovoltaic generation, which is
projected to grow from 8% of PG&E electricity generation in 2012 to 40% in 2020.  They anticipate increasing needs
to rapidly ramp conventional generation, particularly in the evening as the sun goes down while electricity
consumption increases.  By 2020, PG&E may need to be able to bring 13.5 gigawatts of generation on line in two
hours each evening.

Currently, during low-demand periods of the year, transmission lines are relatively open and free of congestion,
and all generators are paid similar price ranges.  During high demand periods, currently some transmission lines
can become congested and some generation can be paid substantially higher prices.  Conversely, during
extremely low-demand periods there may be excessive generation, and some generation may be paid negative
prices if they cannot reduce generation output.  Periods of low demand can be expected to be particularly
difficult during the spring, when substantial hydro generation is available.

Because PG&E anticipates the potential need to reduce power output at DCPP on a relatively frequent basis in the
future, PG&E has commissioned a feasibility study by Areva on options to implement flexible operation of the
plant.

Westinghouse pressurized water reactors can be cycled up and down in power, and PG&E has experience with
periodically curtailing power to 15% for short periods of time during winter storms as a precautionary measure.
 But routine cycling of power raises potential issues with the reliability of the plant.  Extensive experience with
power cycling exists in France, due to the large contribution of nuclear energy there which requires some French
plants to cycle down in power during periods of lower demand, which is a primary reason that DCPP selected the
French company Areva to perform the feasibility study.

The cycling of nuclear power plants can cause thermal and other stresses on plant equipment, and make it more
difficult to detect changes in plant parameters that can provide early indication of impending equipment failures,
such as detecting coolant inventory changes caused by small leaks, the implementation of flexible operations
must be performed carefully to avoid negative impacts on plant reliability and safety.

Conclusions:

PG&E has commissioned Areva to perform a feasibility study for flexible operation of the DCPP
plant to address potential changes in future California electricity markets.  Flexible operation is
used routinely in France, and would likely require some modifications to implement at DCPP.
 Because flexible operations have the potential to affect plant reliability and safety, the DCISC
should review the feasibility study when it is completed and continue to follow this topic
closely.

Recommendations:

None



3.12 DCISC Member Per Peterson Meet with Ed Halpin, Chief Nuclear Officer

DCISC Member Per Peterson met with DCPP’s Ed Halpin, Senior Vice-President and Chief Nuclear Officer, to
discuss items reviewed in this fact-finding meeting and other items of mutual interest.

4.0 Conclusions

4.1

The DCISC Fact-finding Team observed that the Plant Health Committee meeting was carried
out efficiently and effectively. All presenters were well prepared, and PHC Members’ questions
and comments were appropriate. The DCISC Fact-finding Team has a concern about the length
of time DCPP is taking to replace degraded fire doors. It is recommended that the DCISC follow
up on this item in early 2014.

4.2

The DCPP Outage 1R18 Outage Safety Plan is a comprehensive and detailed document
describing the schedule and steps in the outage, which are identified as high risks of core
boiling or damage as a result of losing electric power and/or cooling to the reactor core and
Spent Fuel Pool, and the backup systems that are available. The emphasis is on prevention of
incidents, mitigation of accidents and control of radioactive material. With one exception the
Outage Safety Plan appears to be well designed to achieve outage safety. The exception is that
the new DCPP requirement that the Containment Equipment Hatch be closed and secured
during fuel movement is not specifically addressed. The DCISC believes it should be specifically
addressed in the Outage Safety Plan.

4.3

DCPP has been pro-active and successful in replacing its aging, obsolete analog control systems
with modern, efficient digital control systems on key safety and non-safety-related plant
process and monitoring systems.

4.4

The DCISC found acceptable DCPP’s plans to keep the Containment Equipment Closed during
fuel movement in refueling outages, until it could strengthen the hatch support design to
withstand Hosgri-type earthquakes.

4.5

The DCPP Performance Improvement Review Board meeting observed by the DCISC appeared
to be effective in assigning gap ownership, crafting measurable action plans, achieving and
reporting results in a timely manner. The discussion was intrusive, demanding, detailed, and
comprehensive.

4.6

DCPP’s progress on resolving its Workplace Personnel Seismic Safety issues has been
satisfactory and responsive to the DCISC’s concerns.

4.7

DCPP is proceeding with the replacement of its Eagle 21, Plant Process Protection System
(PPS). Its design is under review by NRC, which approval is expected by the end of 2014.
Installation is planned for Refueling Outages 1R21 and 2R21 (2019). The replacement appears



prudent for improved reliability, maintenance, and nuclear safety.

4.8

The San Luis Obispo County Office of Emergency Services uses of Precautionary Actions and
social media appear appropriate.

4.9

DCPP appears to be appropriately resolving their Institute of Nuclear Power Operations (INPO)
Areas for Improvement in an aggressive manner.

4.10

DCPP’s Software Quality Assurance Program appears satisfactory and effective. Though NRC has
not yet issued its final rules/guidance on nuclear power plant cyber security, DCPP and other
nuclear power plant operators have established cyber security procedures based on existing
guidance and are moving ahead with their plans and procedures based on proposed
NRC/industry requirements. This also appears satisfactory. The DCISC should follow up on
cyber security after NRC issues its final rules.

4.11

PG&E has commissioned Areva to perform a feasibility study for flexible operation of the DCPP
plant to address potential changes in future California electricity markets.  Flexible operation is
used routinely in France, and would likely require some modifications to implement at DCPP.
 Because flexible operations have the potential to affect plant reliability and safety, the DCISC
should review the feasibility study when it is completed and continue to follow this topic
closely.

5.0 Recommendations:

5.1 Recommendation:

The DCISC recommends that DCPP specifically include in its 1R18 Outage Safety Plan the
requirement that the Containment Equipment Hatch remain closed during fuel movement.
(Section 3.2.3)

Basis for Recommendation:

DCPP has a longstanding requirement and procedure to provide for timely closure of the
Containment Equipment Hatch during movement of fuel in an outage. This is to prevent the
escape to the environment of radioactivity should a fuel handling accident occur. The Outage
Safety Plan correctly states “Containment closure is the last line of defense and will contain
radioactive materials if a core damage accident should occur.” In early 2013 the DCISC had
questioned the ability to close and secure the Containment Equipment Hatch during or
following a seismic event. Because DCPP had no assurance of this capability, they decided to
require that the hatch remain closed during fuel movement. This is prudent; however, it is not
specifically addressed in the 1R18 Outage Safety Plan. Because of its significance and newness,
the DCISC recommends that the Outage Safety Plan specifically address maintaining hatch
closure, not just closure capability, during fuel movement. (Section 3.2.3)
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Committee Report on Fact Finding Meeting at DCPP on January 15–16, 2014 by
Peter Lam, Member, and David C. Linnen, Consultant

1.0 Summary

The results of the January 15–16, 2014 fact-finding trip to the Diablo Canyon Power Plant in
Avila Beach, CA are presented. The subjects addressed and summarized in Section 3 are as follows:

1. Buried Piping and Tanks Program

2. Meeting with New NRC Resident Inspector

3. Deficient Critical Components Backlog and Critical Equipment Clock Resets

4. Unplanned Reactor Trips (2011 through 2013)

5. Trending Program

6. Human Performance Program

7. NRC 2013 Component Design Basis Inspection

8. Seismic Licensing Basis

9. Containment Sump Capability During Loss of Coolant Accident

10. Corrective Action Program Audit by Quality Verification

11. Spent Fuel Inventory Management

12. DCISC Member Discussion with PG&E’s Chief Nuclear Officer

2.0 Introduction

This fact-finding trip to the DCPP was made to evaluate specific safety matters for the DCISC.
The objective of the evaluation was to determine if PG&E’s performance is appropriate and
whether any areas revealed observations which are important enough to warrant further review,
follow-up, or presentation at a Public Meeting. These safety matters include follow-up and/or
continuing review efforts by the Committee, as well as those identified as a result of reviews of
various safety-related documents.

Section 4 – Conclusions highlights the conclusions of the Fact-finding Team based on items
reported in Section 3 – Discussion. These highlights also include the team’s suggested follow-up
items for the DCISC, such as scheduling future Fact-finding meetings on the topic, presentations at
future public meetings, and requests for future updates or information from DCPP on specific areas
of interest, etc.



Section 5 – Recommendations lists specific recommendations to PG&E proposed by the Fact-
finding Team. These recommendations will be considered by the DCISC. After review and approval
by the DCISC, the Fact-finding Report, including its recommendations, is provided to PG&E. The
Fact-finding Report will also appear in the DCISC Annual Report.

3.0 Discussion

3.1 Buried Piping and Tanks Program

The DCISC Fact-finding Team (FFT) met with Kevin Braico, Buried Piping and Tanks Program
Owner, and Dylan Ross, Mechanical/Nuclear Design Engineer and Backup Program Owner for the
Buried Piping and Tanks Program. The DCISC has not reviewed this program for at least the past
five years. As such, this Fact-finding session provided a general overall review of the program as
well as some performance related information as discussed below.

The Underground and Buried Piping and Tanks Program is governed by the Nuclear Energy
Institute’s (NEI) guidance document NEI 09-14. NEI is an industry association to whom all nuclear
operating companies in the United States belong. As such, NEI serves, among other things, as an
organization through which the domestic nuclear operating industry develops and adheres to a
number of plant standards. On this particular topic, the Nuclear Regulatory Commission (NRC)
reviewed and agreed with the provisions of the NEI standard rather than developing its own
standard. Nevertheless, plant commitments with respect to this program are submitted to and
reviewed by the NRC.

The Electric Power Research Institute (EPRI) is also involved in examining and providing input on
various aspects of this program, which pertains to both “underground” piping and tanks (i.e.
below ground but not in contact with soil) and “buried” piping and tanks (i.e. below ground and in
contact with soil). The governing EPRI document is “EPRI 1015456, Recommendations for an
Effective Program to Control the Degradation of Buried Pipe.” Compared to many other nuclear
stations DCPP has relatively less buried and underground piping (about 21 miles total). Other
nuclear stations can have as much as 100 miles of buried and underground piping. At DCPP the vast
majority of this piping, however, is in systems that are not important to nuclear safety such as
sewage, storm drains, domestic water, and potable water.

DCPP’s “Buried Piping and Tanks Program” is governed by Interdepartmental Administrative
Procedure (IDAP) TS5.ID3. The scope of this program is “to provide a reasonable assurance of
structural and leakage integrity of all piping and tanks located outside of buildings and below grade
elevation (whether or not they are in direct contact with the soil). The DCISC was provided a copy
of this procedure. Piping and tanks in the following systems listed in IDAP TS5.ID3 are included in
this program: (* indicates highest priority systems)

Auxiliary Saltwater*

Makeup Water*

Diesel Fuel Oil*



Firewater*

Spent Fuel Pool Cooling and Cleanup

Service Cooling Water

Compressed Air

Nitrogen/Hydrogen

Wastewater Holding and Treatment

Condensate Polishing

Oily Water and Turbine Sump

The program’s long-term goal is the prevention of pressure boundary failure. Elements of achieving
this goal include:

Periodically inspecting applicable piping and tanks

Preventing Outside Diameter (OD) corrosion via coatings, cathodic protection, and special
trench fill

Preventing Inside Diameter (ID) corrosion via linings, water treatment, and cleaning

Proactive repair, or replacement with materials of superior corrosion resistance

Installation and maintenance of effective leak detection mechanisms

Among a number of other aspects of the program, IDAP TS5.ID3 describes a database that is
maintained of key program data and performance indicators, which may include the following:

Drawings identifying buried piping systems and segments

System and segment data

ranking and basis for inspection decisions

Direct and indirect inspection plan and results

Disposition and results and basis for “run-or-repair” decisions

Trends and recommendations for future inspections

Results of leak detection surveys

Leak history

Repair and replacement history

Internal and external operating experience

IDAP TS5.ID3 further notes that the process of implementing this program is common to all STARS
nuclear plants. STARS is a group of western utilities who interact regularly and share information on
a variety of topics and issues related to maintaining nuclear plant safety and support one another in



the event of an accident.

Mr. Braico provided the Fact-finding Team with a summary of performance of DCPP’s Auxiliary Salt
Water (ASW) system, which is an important “Buried” system. The performance summary included
both the original piping and additional bypass piping, which was installed due to a concern that
localized corrosion was occurring in the portion of the piping buried below sea level in the tidal
zone outside the intake structure. The piping buried in soil from the intake structure to the turbine
building wall has cathodic protection (CP) designed and installed for the whole length. CP is an
impressed small, electric current that helps prevent corrosion. The ASW discharge piping is carbon
steel and mostly encased in concrete, except near the turbine building. The piping exiting the
turbine building is epoxy coated and buried in soil for less than 40 feet.

The ASW system is inspected every fourth refueling outage of each unit with the use of a high
definition video feed throughout the length of the entire piping system. The last inspection of Unit
1’s ASW System was during Refueling Outage (RFO) 1R16 in October 2010 and of Unit 2’s system was
during RFO 2R16 in May 2011. Mr. Braico noted that a few conditions were noted in those
inspections that did not require action at those times, but that will continue to be monitored in
future inspections. These included minor issues with flange connections and some evidence of
biological growth on the piping internals. Mr. Braico also noted that a recent NRC report on this
area at DCPP had no findings or observations.

The DCISC Fact-finding Team noted that DCPP’s November 2013 Plant Performance Indicator
Report (PPIR) for November 2013 rated the Overall Health of “Buried Pipe” as Green (Good) in each
of the individual Performance Cornerstones of “Infrastructure,” “Implementation,” and
“Equipment.” This is on a scale of:

Green = Good

White = Satisfactory

Yellow = Unsatisfactory due to notable (more than minor) deficiencies with corrective actions
being determined and/or in progress

Red = Unsatisfactory performance due to significant (or multiple notable) deficiencies with
corrective actions being determined and/or in progress

The Program Cornerstone of Personnel was rated White due to the newness of personnel, i.e. the
prior Backup Owner had become the Program Owner during the past year, and another member of
the staff had become the Backup to the Program Owner.

The DCISC Fact-finding Team reviewed a July 2013 “Quick Hit Self-Assessment” that was sponsored
by the Design Engineering Department and whose objective was to identify potential gaps against
industry standards. The assessment identified one area for improvement as follows: “Though a
majority of the ASW CP (Cathodic Protection) system has shown to be in working order, a small
segment has been in need of repair or enhancement for many years and has resulted in untimely
resolution of degraded CP.”



Conclusions:

The Buried Piping and Tanks Program appears to be well established and
functioning satisfactorily. The program also appears to be benefiting from
cooperative efforts with other stations, from its involvement with regional and
national nuclear organizations, and from its own self-assessment activities. The
DCISC should consider reviewing this topic again when the results of examinations
of this program by outside organizations or Quality Verification are released. This
review should include an examination of the corrective actions that have been
taken with respect to the segment of ASW piping that has been in need of
enhancement or repair for a number of years. The DCISC should also consider
having a PG&E public meeting presentation on this topic in the near future.

Recommendations:

None

3.2 Meeting with New NRC Resident Inspector

The DCISC Fact-finding Team met with John Reynoso, DCPP’s new NRC Resident Inspector.
This is the DCISC’s first meeting with Mr. Reynoso. Mr. Tom Hipschman is staying on as NRC Senior
Resident Inspector.

Mr. Reynoso noted that he had been an NRC Resident Inspector at the San Onofre Nuclear Power
Plant prior to his assignment to DCPP. He noted that he is a Registered Professional Engineer in the
State of California; and prior to his employment with the NRC he had served in the nuclear industry,
in one of his positions, as a qualified Shift Technical Advisor.

Dr. Lam explained the nature and make-up of the DCISC. He explained the process by which the
three DCISC members are individually appointed by California’s Governor, the state’s Attorney
General, and the Chairperson of the California Energy Commission (CEC). Dr. Lam noted that he is
the nominee of the Chairperson of the CEC. Dr. Lam further explained the nature, number, and
timing of DCPP’s Fact-finding Trips and Public Meetings, and noted that DCPP’s current NRC Senior
Resident Inspector had spoken at the DCISC’s last Public Meeting in October 2013.

Dr. Lam further explained the nature of the DCISC’s public meetings, the involvement of members
of the public who are in attendance, the nature of the DCISC’s fact-finding visits, and the reports
and recommendations that are developed from those visits. He explained the support and
involvement of the DCISC’s General Counsel with respect to the following: preparation for and
conduct of public meetings; preparation, approval, and issuance of meeting minutes; and DCISC
formal responses to comments and questions from members of the public. Dr. Lam explained the
process that the DCISC follows to effect change at the plant when found to be appropriate, and
that several persons serving the Committee have plant security clearances.

Conclusions:



DCISC meetings with the NRC Resident or Senior Resident Inspector continue to be
beneficial with regard to sharing information and to understanding NRC and DCPP
issues.

Recommendations:

None

3.3 Deficient Critical Components Backlog and Critical Equipment Clock Resets

The DCISC Fact-finding Team met with Ken Bych, Manager of Technical Support Engineering.
This is the DCISC’s first review of these two individual, specific equipment performance parameters.
However, in March 2013 (Reference 6.1), the DCISC conducted a review of DCPP’s overall
Equipment Reliability Program that included an examination of these parameters as two of many
factors that are used to measure the effectiveness of the Equipment Reliability Program. In that
March 2013 Fact-finding Visit, based on the overall strong performance of the Program at that time,
the Fact-finding Team concluded:

DCPP’s Equipment Reliability Program is strong and in good health; however, there
continue to be equipment problems, which the plant is addressing in its strategic and
practical plans.

The following is a two-part review focusing on the two parameters mentioned above:

Deficient Critical Components Backlog Orders

The Deficient Critical Components Backlog Orders, a weekly reported indicator, had been rated as
Yellow (Deficient) in 70 of the 78 weeks tabulated between mid June 2012 and early December
2013. In eight of the weeks during that same period, the indicator was rated as Green (Good). Those
Green periods were during mid-October 2012 and from mid-February 2013 to mid-March 2013. In
none of the above-mentioned 78 weeks was that indicator reported as Red (Unsatisfactory).

DCPP’s rating scale for this indicator is for the following numbers of deficient component backlog
orders:

Green: 0 – 50 component backlog orders

Yellow: 51 – 75 component backlog orders

Red: ≥ 76 component backlog orders

Mr. Bych noted that “deficiencies” (as tabulated in the above indicator) represent a condition that
does not impede the component’s ability to perform its function. The component continues to fully
function and remains fully operational.

However, there appears to be an undesirable growing trend in this indicator. When the indicator
worsened from Green to Yellow in mid-March 2013, the backlog increased from 49 to 59. Since that



time the backlog has varied in the Yellow band, but on a generally increasing trend, numbering
from the mid-50s to the mid-to-upper 60s, where it stood at 68 in early December 2013.

Mr. Bych noted that Equipment Reliability is a team effort of the Engineering, Maintenance, and
Operations groups. He noted further that he chairs an industry working group that meets three
times per year to address equipment reliability issues. He indicated that one of the issues of concern
at DCPP is that more equipment is being broken during maintenance activities than has occurred
historically. Another issue is the aging of equipment. Mr. Bych noted that since 2011 there has been
an increase in the number of events tied to age-related component degradation. He said that
during the two-year period of 2011 through 2012 seven such events had occurred, whereas DCPP
had typically experienced one or two annually prior to 2011. Also, lead times for obtaining
replacement components have become longer as the plant has aged.

Critical Equipment Event Clock Resets

A Critical Equipment Event Clock reset is defined as the occurrence of any of the following:

Any equipment failure that directly results in an automatic reactor trip

Any equipment failure that directly results in an NRC reportable condition under the Federal
Code of Regulations 10CFR50.72 or 10CFE50.73

Unplanned entry into a Technical Specification Limiting Condition for Operation, i.e. Any
equipment failure that directly results in an unplanned entry into a short (less than or equal to
24 hours) shutdown or derate Technical Specification Action Statement

Any equipment failure that directly results in an unplanned reduction in power greater than 2
percent or a forced outage

The performance measure for this indicator is the number of such events that occur during the prior
12-month period. The grading system is as follows:

Green: ≤ 6 (Good)

White: > 6 and ≤ 8 (Needs Improvement)

Yellow: > and ≤ 10 (Deficient)

Red: > 10 (Unsatisfactory)

DCPP’s Plant Performance Improvement Report for November 2013 showed the monthly ratings for
the following periods in 2013:

January and February: White

March: Green

April: White

June and July: White



August and September: Yellow

October and November: Red

Looking back into 2012, the monthly ratings were as follows:

January through November: Green

December: White

Because of the significance of these types of events, DCPP reports, tracks, and analyzes these
occurrences. The more recent events, reported in the PPIR were as follows:

Two events occurred in October 2013:

1. Unit 1 Circulating Water Pump failed to start.

2. Unit 1 Main Feedwater Pump 1 Tripped due to the trip of 480 Volt Bus 15D.

Three events occurred in August 2013:

1. Start-up Transformer 1-1 became inoperable due to relay failure.

2. Start-up Transformer 1-1 tripped due to a failure of the diverter component of the Load
Tap Changer.

3. Unit 2 received a Rod Control Urgent Failure Alarm while performing a Surveillance Test
Procedure for Exercising Full Length Control Rods.

Conclusions:

Equipment problems and failures have recently increased the frequency of Critical
Event Clock Resets. Also, equipment problems due to aging have led to an
increasingly negative trend in the station’s Deficient Critical Component Backlog
Orders. Although the station continues to operate safely and its overall reliability
has not been significantly affected, the DCISC should consider conducting a more
lengthy and in-depth examination of these issues during one of its upcoming Fact-
finding Trips. This review could also include interfacing with DCPP’s Maintenance
organization to gain their perspective of challenges that may be encountered in the
maintenance of aging equipment.

Recommendations:

None

3.4 Unplanned Reactor Trips During the Period 2011 Through 2013

The DCISC Fact-finding Team met with Ken Bych, Manager of Technical Support Engineering.
This is DCISC’s first review of these events in the aggregate, although one was previously reviewed
individually by DCPP. That previous review was in July 2011, (Reference 6.2) pertaining to the March



2011 manual trip of Unit 2, when DCISC concluded:

The automatic trip of Main Feed Pump 2-1 and subsequent manual trip of the Unit 2
Reactor were the results of an easily avoidable steam leak that was precipitated by the
improper installation of the wrong type of gasket on the flange of a small steam relief
valve on a feedwater heater. DCPP’s evaluation of this event was penetrating, detailed,
logical, and self-critical. Corrective actions to prevent recurrence and planned future
actions to assess the sustainability of the improvements appear to be sound and
appropriate.

During the period 2011 through 2013, Unit 2 experienced three unplanned reactor trips and Unit 1
has experienced none. In fact, Unit 1 has not experienced an unplanned automatic Reactor Trip
since June 3, 2002. The first of the Unit 2 trips was in March 2011 in response to an automatic trip of
Main Feed Pump 2-1. The trip of this Main Feed Pump was necessitated by a growing leak from the
gasket of a shell side relief valve of Feedwater Heater 2-1A. The leak had progressed for about three
days during which time Operations was able to reduce the magnitude of the leak. This, however,
lasted only temporarily. As the magnitude increased, and while operators were attempting to
control it, the spray wetted the nearby Main Feed Pump control/annunciator loops causing several
alarms, and the decision was made to manually trip the Unit 2 reactor.

The station conducted an exhaustive Root Cause Evaluation, which examined the various factors
that led to and necessitated a manual trip of the Unit. The primary root cause was that the
procedure used for installing the gasket in the valve that leaked did not provide the appropriate
torqueing requirements when considering the type of gasket material that was installed in the
valve. This created a situation in which a leak was more likely to occur and would be more difficult
to isolate. This issue was also found to pertain to a number of other valves in the plant, and
corrective actions were taken to prevent this situation from recurring. Another corrective action
was to install flange leak spray guards as needed to assure that the spray from flange gasket failures
would be better contained.

The second and third unplanned reactor trips of Unit 2 were of a somewhat similar nature, i.e.
500kV flashovers, but were determined to have different causes. The first occurred in October 2012,
during a light rain, when visible arcing was noted on the Unit 2 A and B Phase Main Bank
Transformer (MBT) Coupling Capacitive Voltage Transformers (CCVTs). Soon afterward, the A phase
MBT CCVT flashed over to ground, causing a single-line-to-ground fault, which in turn caused the
500kV tie-line differential relay to actuate, resulting in a Unit 2 Turbine Trip and Reactor Trip. The
root cause of this trip was eventually determined to be that the insulator’s minimum creepage
distance (i.e. the distance between two conductive parts) was too small and not consistent with
industry codes and standards for the contaminant levels in its operating environment.

The somewhat similar Unit 2 reactor trip occurred in July 2013 during a periodic hot washing of the
500 kV insulators for Unit 2, after having performed the hot wash for Unit 1. These hot washings
have been conducted about every six weeks since about 1996. Their purpose is to remove
contaminants. The root cause of this event was determined to be inadequate controls for oversight



of supplemental PG&E transmission line personnel and for on-line risk analysis that resulted in a
conductive overspray, which induced an external arc around the lightning arrester insulation
resulting in a flashover.

Conclusion:

Conclusions: Unit 1 has had an excellent record of avoiding unplanned reactor
trips, with its most recent unplanned automatic trip having occurred on June 3,
2002. All three automatic reactor trips of Unit 2 that have been experienced
between January 1, 2011 and December 31, 2013 were avoidable. In all three cases
the causal analyses and corrective actions to prevent recurrence appeared
reasonable.

Recommendations:

None

3.5 Status of the Trending Analysis Program

The DCISC Fact-finding Team met with Anne Shatara, Performance Improvement Supervisor,
to review the Trending Analysis Program. This is the first DCISC review of this program in more than
five years.

DCPP develops and disseminates a monthly Plant Performance Improvement Report (PPIR). This
document is well over 100 pages in length and, among other things, reports, graphs, and provides
trending and analysis of an extensive variety of plant performance indicators. This document is
reviewed widely throughout the plant. It is also transmitted on a monthly basis to all of the DCISC
members and consultants and is a key source of information for the DCISC’s fact-finding trips and
public meetings. On a periodic basis the station’s management team convenes to discuss key
information in that monthly report that reveals emerging trends (both desirable and undesirable),
appropriate actions that need to be taken to address issues of interest, and the results achieved by
actions taken to address previously identified issues.

The station also compiles, trends, and evaluates other information that is not oriented toward
system or component performance, but rather toward human and group performance. This
information is extracted from documents such as management observations of workers on the job
and Corrective Action Program documents that reflect causal analyses of problems that have
emerged in the plant. On a quarterly basis, Ms. Shatara’s group compiles a Station Trend Report,
that examines this performance-related information that is also routinely recorded and compiled
but is more oriented toward human and organizational behavior than component, equipment, and
system performance. Because the DCISC routinely reviews the station’s PPIR, this Fact-finding
Review focused on the products of Ms. Shatara’s group.

The DCISC Fact-finding Team was provided with the Performance Improvement Group’s Station
Trend Report for the Third Quarter of 2013. The report identified the most prominent themes that
had emerged from a two year review of DCPP’s causal factors identified in root cause evaluations of



station events. These were:

Inconsistent behaviors (both at the worker level and the leadership level)

Ineffective ownership and oversight of programs and processes

Inadequate procedural guidance

Inadequate risk assessment, risk analysis, and risk mitigation

The Trend Report also documented the results of an examination of the reports stemming from
observations conducted of work activities during the Third Quarter of 2013. The following
conclusions were drawn by the Performance Improvement Group from this examination.

Workers were often rated as “Exceeding Expectations” with little justification for the rating,
which led to a conclusion that the worker’s performance was most likely “adequate” rather
than outstanding. Also, the lack of information on specific worker behaviors and techniques
was noted to provide little opportunity to share noteworthy practices with other workers and
work groups.

Similarly, when worker behaviors were rated as needing improvement, the observer’s
comments were not focused and clear enough to provide specific information regarding what
needs to be improved.

Conclusions:

The quarterly Station Trend Report issued by the Performance Improvement
Section appears to be an effective communication tool for improving the clarity and
directness of observations by specifically identifying and reporting where such
elements are lacking in the written plant observation documents.

Recommendations:

None

3.6 Human Performance Program Update

The DCISC Fact-finding Team met with John Hart, Station Senior Human Performance
Coordinator, for an update on the Human Performance Program. The DCISC last reviewed this
subject in May 2013 (Reference 6.3) when it concluded the following:

Station efforts to reduce human errors appear to be gaining traction, as reflected in a
decreasing overall human error rate during the past year and a “best ever” refueling
outage human error rate during 2R17. DCISC’s further review of this topic should be
dictated by negative changes in the station’s reported human performance indicator in the
monthly Plant Performance Improvement Reports and by the number and significance of
station events.

This review was precipitated by the fact that DCPP’s November 2013 Plant Performance



Improvement Report (PPIR) indicated that Station Human Performance Clock Resets had been
rated as Yellow (Deficient) during the period of September 2013 through November 2013 and the
Human Error Rate for the Operations Group had been rated as Red (Unsatisfactory) during that
same period. Also, Quality Verification’s (QV) November 2013 Site Status Report noted that QV was
reinstating Human Performance as a top QV Concern. A summary of the recent history of QV’s focus
on Human Performance is as follows:

In July 2012 QV identified Human Performance as one of QV’s top three Concerns.

In January 2013 QV issued an audit finding that human performance errors continued to
challenge station performance.

In July 2013 QV concluded that human performance had improved based on the fact that
department and station level event rates were continuing to show improved performance. (In
QV’s November 7, 2013 Site Status Report QV provided an insight into this conclusion, citing
that the decision in July was based on metric performance (i.e. performance indicators) rather
than on observed worker behaviors.)

In November 2013 QV reinstated human performance as a top QV concern.

DCPP experienced four station level Human Performance Events during the 18 month period
including and preceding December 2013. Three of the four events occurred during the 4th Quarter of
2013. This performance is rated Yellow (deficient). The events are as follows:

On December 19, 2013 an Operator entered an Emergency Diesel Generator (EDG) room and
stepped on an EDG fuel oil line that broke and caused two EDGs to be inoperable.

On November 2, 2013 a Control Operator left FCV-495, the Auxiliary Feedwater cross-tie
valve, in the wrong position (closed) at the end of a surveillance test.

On October 22, 2013, a Locked High Radiation Area was discovered to be unsecured.
Evaluation of the situation determined that the barrier that had been established by Radiation
Protection and Maintenance workers had apparently been inadvertently bumped by the
Maintenance Worker.

On February 28, 2013 a Vital 4kV Bus was inadvertently de-energized by a Maintenance
Technician during troubleshooting activities.

Two of the above listed events involve the station’s Operations Group. The Human Error Rate for
Operations has been Red (Unsatisfactory) in each month dating back through July 2013. Prior to
that this Error Rate was rated Yellow. Operations’ “Analysis” of their status as shown in recent
PPIRs indicates that numerous actions are being implemented for improving plant status control
and that the details are listed in materials pertaining to Plant Misposition Component Performance.

Conclusions:

Three Station Level Human Performance Event Clock Resets occurred during the
fourth quarter of 2013, causing the station’s 18-month indicator for such Resets to



become Yellow (deficient). Two of these three events involved Operations
personnel. Operations performance with respect to human error rate has been Red
(Unsatisfactory) since July 2013. Component mispositioning appears to be a
contributor. The DCISC should examine Operations’ efforts with regard to plant
status control and component mispositioning with regard to the station as a whole
no later than the third quarter of 2014.

Recommendations:

None

3.7 NRC 2013 Component Design Basis Inspection

The DCISC Fact-finding Team met with Bob Waltos, Manager of Project Engineering, to discuss
the NRC’s June 10, 2013 to July 11, 2013 Component Design Basis Inspection (CDBI) of DCPP. This is
the DCISC’s first review of this topic.

The purpose of a CDBI is to assess the ability of equipment and operators at a nuclear power plant
to perform their required safety functions. To accomplish this, the NRC team inspected risk
significant components and DCPP’s responses to industry operating experience. The selection
process focused on risk significant components using information contained in DCPP’s probabilistic
risk assessment and the NRC’s standardized plant analysis risk model. The items selected included
components in both safety-related and non-safety-related systems including pumps, circuit
breakers, heat exchangers, transformers, and valves. The team selected the risk significant
operating experience to be inspected based on its past experience.

To verify that the selected components would function as required, the NRC team reviewed design
basis assumptions, calculations, and procedures. In some cases, they performed independent
calculations to verify DCPP’s conclusions. They also verified that the conditions of the components
were consistent with the design bases and that the tested capabilities met the required criteria. The
team also reviewed maintenance work records, corrective action documents, and industry
operating experience records; and they observed operators during simulator scenarios as well as
during simulated action in the plant.

Further, the team performed a margin assessment and detailed review of the selected risk-
significant components to verify that the design bases have been correctly implemented and
maintained. Equipment reliability issues were also considered, and the team received input from the
NRC resident inspector.

The following electrical equipment was selected with respect to being able to verify operability to
supply electrical power to risk significant and safety-related loads in response to initiating events
such as loss of offsite power, station blackout, and a loss-of-coolant accident with offsite power
available. The selected equipment was as follows:

480V Switchgear Bus 1F



Nuclear Instrument Uninterruptible Power Supply 1-1

Startup Transformer No. 1-2 Main Breaker to 4160V Bus F

Emergency Diesel Generator (EDG) 1-3

125Vdc Class 1E Batteries

125Vdc Class 1E Battery Chargers

The team also reviewed the following selected components and supporting equipment required to
perform the safe shutdown of the plant:

Refueling Water Storage Tank Level Switches

Containment Electrical Penetration Assemblies

Turbine Building Shear Wall on Column Line 31

Units 1 and 2 Motor Driven and Turbine Driven Auxiliary Feedwater (AFW) Pumps

Units 1 and 2 Residual Heat Removal Pumps and Heat Exchangers

480 Switchgear Ventilation

Auxiliary Saltwater Building and Vault Drain Check Valves

Containment Hatch Seals

Containment Purge Valves

The Inspection resulted in three Green Non-cited Violations as follows: (All of the findings were
determined by the NRC to have “very low safety significance (Green).”

Failure to evaluate the impact of site combustion air temperature on vendor-specified EDG
Rating. A cross-cutting aspect of P.1(c), “Problem Evaluation,” was assigned to this violation.
In response DCPP created Notification 50573622, “EDG Combustion Air Temperature
Violation,” on July 15, 2013 which required a DCPP analysis, which has been completed. Final
closure will depend upon receipt of NRC approval of a License Amendment Request.

Failure to evaluate the effects of AFW Pump load on the pump motor for the design basis
maximum flow conditions that could occur during a postulated steam line break coincident
with maximum diesel generator frequency which could have affected the capability of safety-
related equipment to respond to initiating events. No cross-cutting aspect was assigned to
this violation. In response DCPP documented in Notification 50573621, “Violation, AFW Pump
Motor Evaluation,” on July 15, 2013, that the required evaluation had been performed
subsequent to having been informed of this issue and that the motor was found to be capable
of handling the load.

Failure of Procedure CPM-10 to ensure that the temporary ventilation fans that would be
provided for the 480V Switchgear Room, upon loss of normal room ventilation, would not
overload their normal supplies. A cross-cutting aspect of H.2(d), “Facilities/Equipment,” was
assigned to this violation. In response, DCPP created Notification 50573523, “CP M-10



Violation 480V Switchgear Room HVA.” It was determined that the two 24-inch diameter fans
specified for the above purpose would, in fact, have overloaded their power supply.
Therefore, DCPP has substituted two 16-inch fans as a temporary measure, and the due date
for this Notification was extended to allow completion of the required effectiveness
evaluation of this issue.

Conclusions:

A well-conceived, risk-based process appears to have been carefully developed and
executed in the NRC’s selection and evaluation of a both broad and focused
assortment of station systems, equipment, and components that are important to
nuclear safety. DCPP appears to have responded rapidly and effectively to NRC’s
three Non-cited Violations that were assessed during the NRC’s month-long
Component Design Basis Inspection in June/July 2013. All three findings were
determined by the NRC to have “very low safety significance (Green).”

Recommendations:

None

3.8 DCPP Seismic Licensing Basis

The DCISC Fact-finding Team met with the following DCPP managers: Rich Klimczak, Director
of Geosciences; Nozar Jahingar, Manager of Seismic Engineering; and Tom Baldwin, Manager of
Regulatory Services. DCISC last reviewed the topic of station seismicity during a Tsunami and
Seismic Update in August 2011, (Reference 6.4) when it concluded:

The PG&E technical studies of both the tsunami hazards and the seismic hazards
(emphasizing the Shoreline Fault) are proceeding in an orderly way, indeed very quickly.
The technical quality seems to be exemplary. Their progress to date has been substantial
on both topics, and their increased understanding has helped both the DCPP team and the
NRC to understand these issues more fully. The DCISC will definitely continue to follow
both of these topics over the next year or more as the PG&E studies proceed.

Since the above mentioned Fact-finding Visit in August 2011, PG&E has continued its seismic
evaluations. A portion of these efforts were to include analyses of planned offshore seismic
soundings that were anticipated to assist in examining the impact of the Shoreline Fault in greater
depth. However, these activities were terminated as a result of concerns by the public and local
governmental officials that the soundings could have an adverse impact on sea life in that area.
Nevertheless, the NRC has determined that information available to date is sufficient to adequately
verify the plant’s ability to maintain a safe condition in the event of postulated earthquakes.

In this vein, PG&E is actively participating in a series of workshops conducted to support the Senior
Seismic Hazards Analysis Committee (SSHAC) Level 3 Study of the seismic hazard at the site. That
Study is following NRC guidelines for such a study. Several workshops have already been held,
some of them concerned with understanding seismic sources in the plant vicinity and others



concerned with characterizing how the seismic ground motion would propagate from any of those
seismic sources to the site. The most recent ground motion workshop was in October 2013 and the
next one will be on March 10-12, 2014, both in Berkeley, CA. A DCISC representative has attended
each of these workshops and will continue to do so. The purpose of these workshops is to ensure
that the most reliable information and analytical tools that are available are being used to assess the
sizes and likelihoods of earthquake ground motions at the DCPP site.

Throughout DCPP’s construction and operating history, information regarding the seismicity of the
site has grown and become more reliable. This has resulted in identifying, classifying, and analyzing
various earthquakes with increasing confidence as the years have passed, including: the Design
Earthquake, the Double Design Earthquake, and the Hosgri Earthquake. Most recently the Shoreline
Fault was discovered, which has prompted further analysis of DCPP’s seismic risk. The above-
mentioned offshore soundings were intended to provide even more information than that already
gathered with respect to this Fault.

The Nuclear Regulatory Commission has the responsibility for determining whether the station
meets the requirements of its Operating License, and what the elements of this License should be
with respect to assuring that the plant is seismically safe. Most recently a public interest group
expressed concern over some issues related to aspects of DCPP’s operating license that are
specifically related to seismicity. This group has solicited the DCISC to engage in a review of these
licensing issues. The DCISC has been attentive to the technical issues concerning what the plant’s
seismic licensing basis is, in order to assure that these issues do not raise a safety concern otherwise
unknown to us, but has not engaged in evaluating and critiquing DCPP’s licensing basis per se.

The issue in the previous paragraph was discussed on site during this Fact-finding Meeting, and the
Fact-finding Team concluded that whether the controversy over the plant’s seismic licensing basis
raises a safety concern might best be addressed by the full Committee during one of DCISC’s future
public meetings.

Conclusions:

The DCISC Fact-finding Team concluded that the full DCISC should be engaged in
reviewing whether the controversy over the plant’s seismic licensing basis raises a
safety concern.

Recommendations:

None

3.9 Status of the Path to Closure of Generic Safety Issue 191, “Assessment of Debris
Accumulation on PWR Sump Performance”

The DCISC Fact-finding Team met with Julio Barbosa, Mechanical Design Engineer, to discuss
the status of DCPP’s progress regarding Generic Safety Issue 191, “Assessment of Debris
Accumulation on PWR Sump Performance” . The DCISC last reviewed this topic during its October
2010 Fact-finding Visit (Reference 6.5) when it concluded:



Extensive enlargements and modifications have been made to the containment sump
screens in order to substantially reduce the risk of blocking recirculation to the Reactor
Vessel during a Loss of Coolant Accident. Detailed examinations have been made of the
Containment Building to identify and evaluate potential sources of debris that could be
created by Loss of Coolant Accidents originating in various areas of the Containment
Building. However, this problem has not been completely resolved either by DCPP or by
the industry. DCISC should continue to follow this topic, and the next review should take
place after the results of the Pressurized Water Reactor Owners Group Topical Report is
issued in 2011.

The issue of potential debris blockage of the containment sump during a potential loss of coolant
accident (LOCA) has been the subject of extensive research by the industry and the NRC. The issue
pertains to the accumulation of debris in the containment sump which could potentially block the
screens to the suction lines to pumps that draw water from the sump and recirculate it back to the
Reactor Coolant System (RCS) and ultimately to the Reactor Vessel to keep the fuel cooled during a
LOCA. This debris could be generated in sufficient quantity by the jet impingement of coolant,
escaping from the RCS at high temperature and pressure, on insulated and/or painted or coated
piping, structures, and equipment in the Containment Building. The release of coolant in this type
of situation is called a High Energy Line Break. The generated debris could thus consist of
fragmented, shredded, fibrous, and chemically decomposed insulation and/or coatings. It could also
accumulate as sludge. In 1985 the Nuclear Regulatory Commission (NRC) issued Generic Letter (GL)
85-22, “Potential for Loss of Post-LOCA Recirculation Capability Due to Insulation Debris Blockage.”
Although the NRC’s regulatory analysis did not support imposing new sump performance
requirements upon the licensees at that time, the NRC analysis found that the existing Regulatory
Guide regarding sumps for Emergency Core Cooling Systems (ECCS) should be replaced with a more
comprehensive requirement to assess debris effects on a plant-specific basis.

However, during the 1990s, several plants in the United States and overseas experienced the
clogging of ECCS strainers. The plants were of the Boiling Water Reactor (BWR) design. During this
period, the NRC issued several generic communications requesting that BWR licensees implement
appropriate procedural measures, maintenance practices, and plant modifications to minimize the
potential for the clogging of ECCS suction strainers by debris accumulation following a LOCA.
However, findings from research to resolve the BWR strainer clogging issue also raised questions
concerning the adequacy of Pressurized Water Reactor (PWR) sump designs.

During 2000 and 2001, prior to the NRC’s issuance of any directive to pressurized water reactors,
DCPP proactively enlarged its approximately 30 sump screens to improve their design and increase
debris removal capacity. At that time, PWRs like DCPP normally had on the order of 100 to 200
square feet of sump screens. DCPP’s proactive modifications increased the area of its screens to
about 700 square feet for Unit 1 and 750 square feet for Unit 2.

In 2004, the NRC issued Generic Letter 2004-02:Potential Impact of Debris Blockage on Emergency
Recirculation during Design Basis Accidents at Pressurized Water Reactors. This Generic Letter



established new requirements for PWR containment recirculation sump strainers. PWRs were
requested to make a conservative evaluation of their current designs and to complete by the end of
2007 any necessary analyses and modifications, including upgrading the screens and increasing
their size and testing. DCPP determined that its sump strainer capability should be improved using
two possible strategies: 1) reducing the amount of material that could be damaged in an accident
(and thus could contribute to clogging the strainer); and 2) providing a larger strainer. Debris
material could be reduced by removing, encapsulating, or replacing fibrous insulation on piping and
electrical cables, by installing interceptors to capture paint chips and reflective metal piping
insulation and by opening flow paths to divert debris away from the strainer. These modifications,
among other things, included enlarging the available surface area of the containment sump screens
to 3,500-4,000 square feet and removing and replacing vulnerable debris and insulation material
from containment. In its response to the NRC’s Generic Letter, DCPP determined that it would not
be possible to complete the needed modifications in both units by the end of 2007. Thus, DCPP
applied for and received NRC approval to complete the necessary modifications beyond 2007. In
July 2008 DCPP submitted a response to NRC Generic Letter 2004-02, stating that DCPP had met
the requirements of the Letter.

All total DCPP has now completed major plant modifications in which the containment sump screen
size is 40 times larger than the original configuration. There are two aspects of how loose material
created by a LOCA can pose a risk to the reactor core: 1) materials may clog the sump screens and
restrict containment sump recirculation cooling to the fuel in the reactor vessel and 2) some
materials may pass through the screens, may be pumped into the reactor vessel, and may collect on
portions of the nuclear fuel. This could lead to local heating, deterioration, and failure of fuel
cladding and release of fission products to the containment building. Some insulation materials
inside containment can cause the first problem, and some others in containment can cause the
second problem. Both have undergone analysis. These problems could be solved by analyzing the
risks and identifying the potential effects in order to determine whether the risks are acceptable or
by replacing the existing insulation or coatings with acceptable materials. Initially the second
approach was determined to be the preferred approach.

DCPP had developed Computer Assisted Design (CAD) models of the interior of the Containment
Building (CB) that assist in identifying Zones of Influence (ZOI). These ZOIs are particular areas in
which a LOCA could damage insulation and coatings. The CAD models further aid the analysis of the
extent of damage that could be experienced and the potential impact the debris could have on the
fuel in the Reactor Vessel (RV). This can lead to the identification of a worst case scenario from the
accident analysis.

During Refueling Outage 1R16 in October 2010, a tightly woven fiberglass insulation called Temp-
Mat was discovered in a tight configuration in the space between the reactor vessel and the
biological shield in the Reactor Building. This condition was analyzed by DCPP, and the potential risk
to the nuclear fuel from a LOCA in this area was found to be bounded by the effects of LOCAs in
other areas of the containment building (CB).

Mr. Barbosa noted that no additional physical work has been performed on either unit since the



DCISC’s previous fact-finding visit. He also stated that a new issue has been identified during the
past two years that stems from chemical reactions. It has been found that sodium hydroxide,
NaOH, reactions with aluminum, zinc, and boric acid can form a gel with the existing debris that can
also clog the screens.

Mr. Barbosa further noted that DCPP is participating in a GSI-191 Owners Group in order to share
resources and be able to more effectively evaluate the potential for and effects of this generic
issue. On May 14, 2013 PG&E submitted a “Proposed Path to Closure of Generic Safety Issue 191,
“Assessment of Debris Accumulation on Pressurized-Water-Reactor Sump Performance,” PG&E
Letter DCL-13-052. The submittal stipulated that the station’s approach would involve performing a
risk-informed evaluation of the potential for recirculation sump strainer blockage and in-vessel
blockage. To support the use of this path and continued operation during the period required to
complete the necessary analysis and testing, PG&E evaluated the design and procedural capabilities
that exist to detect and mitigate sump strainer and in-vessel blockage, and included them in its
submittal to the NRC. Examples are as follows:

Detection Capabilities

Core exit thermocouples

Reactor Vessel Level Monitoring

Monitoring of containment radiation levels.

DCPP Emergency Operating Procedures (EOPs) have specific steps for monitoring the
indications of sump strainer blockage and actions to be taken if these conditions occur.
Monitoring is procedurally initiated early in the event.

Critical Safety Function Status Trees are monitored after completion of the diagnosis of the
event and every 10 to 20 minutes if plant conditions are not frequently changing. These status
trees are monitored continuously when conditions are changing frequently and a Red or
Magenta path exists.

Monitoring by personnel in the Technical Support Center and the Emergency Operations
Facility

PG&E’s submittal to the NRC also contained a listing of Regulatory Commitments that PG&E will
fulfill as part of this program. Examples are as follows:

Completion of measurements for insulation remediation

Completion of any necessary replacement and remediation

If the risk-informed process becomes not viable, complete modifications for the deterministic
resolution

Mitigation Capabilities (if blockage is detected)

Increase Residual Heat Removal flow, but decrease as necessary to prevent pump damage



Reduce Emergency Core Cooling System flow

Refill the Refueling Water Storage Tank

Provide injection flow from the Volume Control Tank

Steam through the Steam Generators

Transfer to Hot Leg Recirculation

The Fact-finding Team notes that DCPP has both the technical capability and a specific emergency
procedure that enables either of its units to clear a blocked sump by forcing a backflow of water in
the opposite direction, so that debris would be pushed out of the flow path of any of the blocked
screens. The Fact-finding Team also understands that DCPP is unique in having this capability, which
is apparently not present at any other nuclear plant, and that NRC regulations do not allow the
DCPP units to take credit for this unique capability in its safety analyses on this issue.

Conclusions:

The issue of potential debris blockage of a containment sump during a potential
loss of coolant accident (LOCA) has been the subject of detailed and lengthy
research by the industry and the NRC. Extensive enlargements and modifications
have been made to DCPP’s containment sump screens in order to substantially
reduce the risk of blocking recirculation to the Reactor Vessel during a Loss of
Coolant Accident. PG&E’s decision to pursue resolution of this long-standing
industry issue through a risk informed process appears to be a reasonable and
achievable approach, recognizing that the deterministic approach is well
established practice.

Recommendations:

None

3.10 Corrective Action Program and Self-Assessment Program Audit by Quality Verification

The DCISC Fact-finding Team met with Terry Garrity, Corrective Action Program (CAP)
Supervisor to review the Quality Verification (QV) Department’s October 2013 Audit of DCPP’s
Corrective Action Program and Self-Assessment Program. The DCISC last reviewed DCPP’s CAP
during its May 2013 Fact-finding Visit (Reference 6.6) when it concluded:

DCPP has made noticeable improvement in its Corrective Action Program (CAP) in recent
years. Also, the number of qualified Root Cause Evaluators has increased substantially, and
the station plans to add a few more. Likewise the station continues to focus on further
strengthening the CAP. DCISC’s further review of this performance area should be dictated
by the station’s reported CAP performance in the monthly Plant Performance
Improvement Reports, by the significance of station events, and by the number of repeat
events.



Since December 2010, DCPP has actively engaged in activities to strengthen the CAP. This included
pursuing CAP improvements as one component of a station initiative focusing on a set of
Performance Improvement Imperatives that also focused on Human Performance and the
processes of Self-assessment, Benchmarking, and Trending. In addition the station’s Quality
Verification Department reviews a variety of station programs. Its most recent review of the CAP
was in its October 2013 audit of Problem Prevention and Corrective Action. The audit’s three
findings pertaining to Corrective Action were as follows:

Inappropriate use of Long-Term Corrective Actions (LTCA) and repeated extensions of due
dates for Corrective Actions to Prevent Recurrence (CAPR) have impeded the timely
resolution of Significant Conditions Adverse to Quality (SCAQ). In this regard QV noted that
various station problems were identified and analyzed and that assigned corrective actions
aligned well with the identified causes, but in some cases the problems were recurring, which
was evidence that corrective actions had not been sufficient. Human performance was cited
as an example. QV noted that while human performance had improved during Outage 2R17,
as compared to the previous outage, the station was still facing human performance
challenges. An example was the loss of Unit 2’s 4kV vital Bus G during trouble shooting (which
was also reviewed by the DCISC during its August 2013 Fact-finding Trip). QV noted that DCPP
has been implementing additional corrective actions as a result of this event, including
revisions to the Apparent and Root Cause Analysis processes to require that corrective
actions address accountability for human performance events.

Corrective Action Documents are not being written for instances in which Measuring and Test
Equipment Out-of-Tolerance Evaluations are not being completed within the required thirty
day time frame.

Some Emergent Issue Summaries are being used to evaluate issues and develop, assign, and
track corrective actions in lieu of using Corrective Action Documents.

Regarding DCPP’s Self-Assessment (SA) Program, QV concluded that some aspects of the Program
were not in compliance with governing procedures. QV also reviewed a number of SAs and
concluded that some programmatic implementation issues should have been reported and some
noted deficiencies should have been entered into the Corrective Action Program.

Overall, the audit team concluded “that the Corrective Action and Self Assessment Programs satisfy
the requirements of 10CFR50 Appendix B and the Updated Final Safety Analysis Report (UFSAR)
Chapter 17, and have been effectively implemented for the period from February 10, 2012 through
September 30, 2013.” The DCISC also notes that DCPP’s most recent monthly rating of CAP
performance in the station’s Plant Performance Improvement Report is Green (Highest Rating).

Conclusions:

Quality Verification’s identification of the continuing need for more timely and
complete resolutions of some identified station problems is noteworthy. DCPP
needs to continue strengthening its efforts to completely resolve this issue.
However, the DCISC also recognizes that the station has been addressing this issue



for a number of years, and that improvements have been achieved to date.

Recommendations:

None

3.11 Spent Fuel Inventory Management

The DCISC Fact-finding Team (FFT) met with Pete Bedesem, DCPP Liaison to the DCISC, to
review DCPP’s plans for transferring spent fuel from the Spent Fuel Pool to the Independent Spent
Fuel Storage Installation (ISFSI). The DCISC last reviewed this topic during its August 2013 Fact-
finding Visit (Reference 6.7) when it concluded:

Plans are in place for reducing Spent Fuel Pool inventories and transferring the used fuel
bundles to the Independent Spent Fuel Storage Installation (ISFSI) in six annual campaigns
between 2015 and 2025.

Spent fuel storage at DCPP has experienced a number of changes over the years. During plant
construction, the expectation for the management of used nuclear fuel was that it would be stored
for a short period on site, then sent off-site to be reprocessed. Accordingly, the DCPP’s expectation
was that there would only be the need for storing a modest amount of used fuel on site at any time,
and the two Spent Fuel Pools were each arranged to accommodate 270 fuel assemblies.

As time passed, the reprocessing option did not materialize, and the impact of the accompanying
uncertainty regarding the increasing used fuel inventory on site, in turn, led to the need to expand
the used fuel storage capacities to 1,324 assemblies in each pool.

However, national policy on this topic later became directed at the development of a national used
fuel storage facility at Yucca Mountain, Nevada, which was mandated to begin receiving spent fuel
in 1998. Recognizing that DCPP would indeed be able to have its used fuel shipped offsite, PG&E
returned the Spent Fuel Pools again to their original capacities of 270 assemblies in each pool.

In the ensuing years, the recognition that the future of Yucca Mountain as a repository for used
nuclear fuel was in jeopardy and that the future of off-site storage of used nuclear fuel was
uncertain, DCPP again expanded its used nuclear fuel storage capacity to 1,324 assemblies for each
pool, which are their current capacities. Also, a separate ISFSI has been constructed on site for the
dry storage of used fuel whose heat production has decreased to acceptable levels, and the ISFSI
began receiving used fuel in 2009.

The current status of used nuclear fuel at DCPP is as follows. There are about 300 spaces left in each
storage pool. Twenty-three 32-assembly casks collectively hold a total of 736 assemblies at the
ISFSI. Another six casks (192 assemblies) will be loaded during August/September 2014 and stored
on the ISFSI.

DCPP’s licenses to operate terminate by 2025, unless license extensions are granted. Future plans
are that from 2015 through 2025 there is expected to be a transfer campaign for used fuel to be



moved from the Spent Fuel Pools to the ISFSI in each of six of those 11 years. In one of those years,
five casks for each unit are planned to be loaded. In each of the other five years, four casks for each
unit are planned to be loaded.

Thus, when the 2025 loading is complete, the ISFSI will be storing 79 casks containing a total of
2,528 assemblies. Also, each Spent Fuel Pool will have its inventory of used fuel reduced from
slightly over 1,200 assemblies currently to slightly less than 800 in 2025.

The purpose of this Fact-finding Visit was to verify the degree to which DCPP could reduce the
eventual inventories in both pools below the levels currently planned for 2025 and could also
accelerate the rate of transfer of spent fuel to the ISFSI, if such changes were feasible. The
minimum number of assemblies is determined by an NRC requirement that each Spent Fuel Pool
maintains a sufficient number of old fuel bundles so that each freshly off-loaded fuel bundle being
moved to the pool from the reactor can be surrounded by four old fuel bundles (i.e. by one old fuel
bundle on each of the four sides of each new fuel bundle). The reason for this is that the old fuel
bundles surrounding each of the recently off-loaded fuel bundles will provide “thermal inertia” if
the event of a loss of water from the Spent Fuel Pool. That is, these old bundles would help absorb
heat generated by the newly offloaded bundles, to help keep those bundles from overheating.
Since there are times when the entire reactor core of 193 bundles is off-loaded to the Spent Fuel
Pool, then four times 193 (or 772) old fuel bundles need to be available in each pool to have one old
bundle on each of the four sides of each bundle being offloaded from the reactor. That is the
approximate number of old bundles that DCPP plans to have in each Spent Fuel Pool at the end of
the currently planned transfer campaigns concluding in 2025.

In order to accomplish this transfer of Spent Fuel to the ISFSI, DCPP will be constructing additional
storage pads. Five pads will be built in 2014, with each pad having the capacity of 20 casks. Then in
2015 through 2025, eight to 10 casks of Spent Fuel are planned to be transferred in each of six of
those eleven years. This raised the question of why Spent Fuel could not be transferred more
rapidly. With respect to this issue, the station maintains that there is no pressing reason for the
planned transfers to be accelerated. This issue is discussed by the NRC on its Website in the
document “spent Fuel Storage in Pools and Dry Casks, Key Points and Questions & Answers.”
(Most recently dated March 25, 2013) At that time the NRC stated: “The NRC believes spent fuel
pools and dry casks both provide adequate protection of the public health and safety and the
environment. Therefore there is no pressing safety or security reason to mandate earlier transfer of
fuel from pool to cask.”

Also, the NRC has been engaged in and recently completed a study entitled “staff Evaluation and
Recommendation for Japan Lessons-Learned Tier 3 Issue on Expedited Transfer of Spent Fuel,
COMSECY-13-0030.” This NRC report was issued on November 12, 2013. As the title implies, the
purpose of the study was to examine the potential safety benefits of accelerating the transfer of
spent nuclear fuel to dry storage on site. This was a Phase One Study to determine if additional
study is warranted regarding whether to require more expeditious transfer of spent fuel from
nuclear power plants’ spent fuel pools to dry cask storage.



The Report concluded that “the expedited transfer of spent fuel to dry cask storage would provide
only a minor or limited safety benefit” (i.e. less than safety goal screening criteria), and that its
expected implementation costs would not be warranted. The report noted that past studies of
Spent Fuel Pool (SFP) safety provide detailed assessments of SFP safety, and it highlighted the
pools’ thick walls and floors and stainless steel liners as means to protect the fuel from the effects
of natural phenomena. It discussed how some early problems regarding seal leakage of
penetrations had been addressed. It commented that previous events involving loss of inventory or
forced cooling had been addressed.

The Report also noted that the NRC staff had reviewed the effects of earthquakes up to several
times greater than design basis values and had determined that the SFPs are robust and in all cases
have maintained safe storage of spent fuel. Also, the NRC reviewed information on the Japanese
experiences during the March 11, 2011 Great Tohoku Earthquake and the July 16, 2007 earthquake
that cumulatively affected 20 operating reactors and noted that there was no observed significant
damage of the SFP structures or any penetrations (i.e. no loss of integrity). The NRC report also
referred to the various actions that are being taken in response to the accident at Fukushima in
order to further improve spent fuel pool level monitoring and cooling during accidents that are
beyond the design basis of the plant.

Giving consideration to the above information, the Report further noted that spent fuel pool
accidents are a small contributor to the overall risks to public health and safety stemming from
nuclear power plants.

Taking all of these factors into consideration the NRC Report concluded that the increased costs
embedded in accelerating the speed of transfer of spent fuel from existing pools to dry storage
could not justify conducting any further study on this issue.

However, with respect to nuclear plants in the Western United States, the NRC did note that:
“Updated structural and seismic hazard information for operating reactors in the western United
States is being developed as part of NTTF(i.e.Near Term Task Force) Recommendation 2.1 activities.
Considering the robust designs of SFPs, especially in more seismically active areas in the Western
United States, the staff concludes that public health and safety are adequately protected. At the
completion of the NTTF Recommendation 2.1 seismic reevaluation, the staff will confirm that the
seismic risk for SFPs is consistent with that considered in the enclosed analysis.”

The report also acknowledged that alternative high density spent fuel loading patterns are being
examined in the industry and noted that these options would likely involve lower costs than the
expedited transfer to dry cask storage. (DCPP is currently employing such a loading pattern, e.g. a
1x4 pattern.)

The Report further noted that security measures related to the physical protection of a nuclear
power plant would not be included in this Report.

The Report was provided to, and reviewed by, the Advisory Committee on Reactor Safeguards,



whose conclusions are as follows:

1. The staff’s safety goal screening analysis has adequately evaluated the safety benefits of
expedited transfer from spent fuel pools (SFPs) to dry cask storage systems (DCSSs).

2. The safety goal screening evaluation has demonstrated that the NRC Safety Goal Policy and
Quantitative Health Objectives (QHOs) are met with orders of magnitude margin for both
current high-density SFP loadings and proposed low-density fuel loadings. Based on these
results, the staff has concluded that there is insufficient safety benefit to justify the expedited
transfer of spent fuel from U.S. pools to DCSSs. The ACRS agreed with this conclusion.

3. The staff also performed supplementary regulatory analyses to evaluate the cost/benefit
merits of expedited transfer of spent fuel to dry cask storage. In all of the base cases
evaluated, the benefits of expedited transfer were found to be far less than the costs of
implementation. The base case analyses are adequately conservative and support the staff’s
recommendation that more detailed evaluations of the benefits of expedited transfer of
spent fuel need not be pursued.

4. The cumulative effects of conservatisms and assumptions used in the high estimates and in
sensitivity studies of the regulatory analyses, result in exaggerated frequencies of fuel
damage and exaggerated benefits of expedited transfer.

Finally, the DCISC Fact-finding Team notes that the NRC Report recognized that updated structural
and seismic hazard information for operating reactors in the western United States is being
developed as part of NTTF (Near Term Task Force) Recommendation 2.1 activities.

Conclusions:

PG&E’s plans for future transfer of spent nuclear fuel from DCPP’s Spent Fuel Pools
(SFPs) to the Independent Spent Fuel Storage Installation currently appear to be in
compliance with current NRC regulations.

Recommendations:

None

3.12 Meeting Between Peter Lam, DCISC Vice Chairman, and Ed Halpin, PG&E’s Chief Nuclear
Officer

Dr. Peter Lam, DCISC Vice Chairman, met with Mr. Ed Halpin, PG&E’s Chief Nuclear Officer.
Discussion involved items related to this Fact-finding Trip and other topics of mutual interest.

4.0 Conclusions

4.1

The Buried Piping and Tanks Program appears to be well established and
functioning satisfactorily. The program also appears to be benefiting from



cooperative efforts with other stations, from its involvement with regional and
national nuclear organizations, and from its own self-assessment activities. The
DCISC should consider reviewing this topic again when the results of examinations
of this program by outside organizations or Quality Verification are released. This
review should include an examination of the corrective actions that have been
taken with respect to the segment of ASW piping that has been in need of
enhancement or repair for a number of years. The DCISC should also consider
having a PG&E public meeting presentation on this topic in the near future.

4.2

DCISC meetings with the NRC Resident or Senior Resident Inspector continue to be
beneficial with regard to sharing information and to understanding NRC and DCPP
issues.

4.3

Equipment problems and failures have recently increased the frequency of Critical
Event Clock Resets. Also, equipment problems due to aging have led to an
increasingly negative trend in the station’s Deficient Critical Component Backlog
Orders. Although the station continues to operate safely and its overall reliability
has not been significantly affected, the DCISC should consider conducting a more
lengthy and in-depth examination of these issues during one of its upcoming Fact-
finding Trips. This review could also include interfacing with DCPP’s Maintenance
organization to gain their perspective of challenges that may be encountered in the
maintenance of aging equipment.

4.4

Unit 1 has had an excellent record of avoiding unplanned reactor trips, with its
most recent unplanned automatic trip having occurred on June 3, 2002. All three
automatic reactor trips of Unit 2 that have been experienced between January 1,
2011 and December 31, 2013 were avoidable. In all three cases the causal analyses
and corrective actions to prevent recurrence appeared reasonable.

4.5

The quarterly Station Trend Report issued by the Performance Improvement
Section appears to be an effective communication tool for improving the clarity and
directness of observations by specifically identifying and reporting where such
elements are lacking in the written plant observation documents.

4.6

Three Station Level Human Performance Event Clock Resets occurred during the
fourth quarter of 2013, causing the station’s 18-month indicator for such Resets to
become Yellow (deficient). Two of these three events involved Operations
personnel. Operations performance with respect to human error rate has been Red



(Unsatisfactory) since July 2013. Component mispositioning appears to be a
contributor. The DCISC should examine Operations’ efforts with regard to plant
status control and component mispositioning with regard to the station as a whole
no later than the third quarter of 2014.

4.7

A well-conceived, risk-based process appears to have been carefully developed and
executed in the NRC’s selection and evaluation of a both broad and focused
assortment of station systems, equipment, and components that are important to
nuclear safety. DCPP appears to have responded rapidly and effectively to NRC’s
three Non-cited Violations that were assessed during the NRC’s month-long
Component Design Basis Inspection in June/July 2013. All three findings were
determined by the NRC to have “very low safety significance (Green).”

4.8

The DCISC Fact-finding Team concluded that the full DCISC should be engaged in
reviewing whether the controversy over the plant’s seismic licensing basis raises a
safety concern.

4.9

The issue of potential debris blockage of a containment sump during a potential
loss of coolant accident (LOCA) has been the subject of detailed and lengthy
research by the industry and the NRC. Extensive enlargements and modifications
have been made to DCPP’s containment sump screens in order to substantially
reduce the risk of blocking recirculation to the Reactor Vessel during a Loss of
Coolant Accident. PG&E’s decision to pursue resolution of this long-standing
industry issue through a risk informed process appears to be a reasonable and
achievable approach, recognizing that the deterministic approach is well
established practice.

4.10

Quality Verification’s identification of the continuing need for more timely and
complete resolutions of some identified station problems is noteworthy. DCPP
needs to continue strengthening its efforts to completely resolve this issue.
However, the DCISC also recognizes that the station has been addressing this issue
for a number of years, and that improvements have been achieved to date.

4.11

PG&E’s plans for future transfer of spent nuclear fuel from DCPP’s Spent Fuel Pools
(SFPs) to the Independent Spent Fuel Storage Installation currently appear to be in
compliance with current NRC regulations.

5.0 Recommendations:



None

6.0 References

6.1

“Diablo Canyon Independent Safety Committee Twenty-Third Annual Report on the Safety of
Diablo Canyon Nuclear Power Plant Operations, July 1, 2012 – June 30, 2013”, Approved
October 9, 2013, Volume II, Exhibit D.7, Section 3.7, “Equipment Reliability Program.”

6.2

“Diablo Canyon Independent Safety Committee Twenty-Second Annual Report on the Safety
of Diablo Canyon Nuclear Power Plant Operations, July 1, 2011 – June 30, 2012”, Approved
October 10, 2012 Volume II, Exhibit D.1, Section 3.6, “Unit 2 Reactor Trip.”

6.3

“Diablo Canyon Independent Safety Committee Twenty-Third Annual Report on the Safety of
Diablo Canyon Nuclear Power Plant Operations, July 1, 2012 – June 30, 2013”, Approved
October 9, 2013, Volume II, Exhibit D.9, Section 3.6, “Human Performance Update.”

6.4

“Diablo Canyon Independent Safety Committee Twenty-Second Annual Report on the Safety
of Diablo Canyon Nuclear Power Plant Operations, July 1, 2011 – June 30, 2012”, Approved
October 10, 2012, Volume II, Exhibit D.2, Section 3.1, “Tsunami and Seismic Update.”

6.5

“Diablo Canyon Independent Safety Committee Twenty-First Annual Report on the Safety of
Diablo Canyon Nuclear Power Plant Operations, July 1, 2010 – June 30, 2011”, Approved
October 5, 2011, Volume II, Exhibit D.6, Section 3.2, “Update on Potential Debris Blockage of
Containment Sump.”

6.6

“Diablo Canyon Independent Safety Committee Twenty-Third Annual Report on the Safety of
Diablo Canyon Nuclear Power Plant Operations, July 1, 2012 – June 30, 2013”, Approved
October 9, 2013, Volume II, Exhibit D.9, Section 3.5, “Corrective Action and Human
Performance Program Update.”

6.7

“Diablo Canyon Independent Safety Committee Twenty-Third Annual Report on the Safety of
Diablo Canyon Nuclear Power Plant Operations, July 1, 2012 – June 30, 2013”, Approved
October 9, 2013, Volume II, Exhibit D.1, Section 3.2, “status of Plans for the Transfer of Spent
Fuel to the Independent Spent Fuel Storage Installation (ISFSI).”



24th Annual Report by the Diablo Canyon Independent Safety Committee, July 1, 2013 - June 30, 2014
Preface | Executive Summary
Volume 1 TOC | Volume 2 TOC | PG&E Response | Contact the DCISC

24th Annual Report, Volume 2, Exhibit D.7, Diablo Canyon Independent Safety Committee
Report on Fact Finding Meeting at DCPP on March 25–26, 2014 by Robert J. Budnitz, Member,
and R. Ferman Wardell, Consultant

1.0 Summary

The results of the March 25–26, 2014 fact-finding trip to the Diablo Canyon Power Plant in Avila Beach, CA are
presented. The subjects addressed and summarized in Section 3 are as follows:

1. Containment Equipment Hatch Seismic Capability

2. Meet with the New NRC Resident Inspector

3. Auxiliary Saltwater System Review

4. Control Room Ventilation System Status

5. Fire Door Issues

6. Operator Concerns Update

7. Safety System Functional Failures

8. Troubleshooting

9. Robert Budnitz and Ferman Wardell Meet with Lynn Walter, Director, Station Support

10. Emergency Diesel Generator Review

11. Attend Seismic Source Characterization Workshop

12. Status of Probabilistic Fragility Analysis for the Seismic PRA

2.0 Introduction

This fact-finding trip to the DCPP was made to evaluate specific safety matters for the DCISC. The objective
of the evaluation was to determine if PG&E’s performance is appropriate and whether any areas revealed
observations which are important enough to warrant further review, follow-up, or presentation at a Public
Meeting. These safety matters include follow-up and/or continuing review efforts by the Committee, as well as
those identified as a result of reviews of various safety-related documents.

Section 4 – Conclusions highlights the conclusions of the Fact-finding Team based on items reported in Section 3 –
Discussion. These highlights also include the team’s suggested follow-up items for the DCISC, such as scheduling
future Fact-finding meetings on the topic, presentations at future public meetings, and requests for future
updates or information from DCPP on specific areas of interest, etc.

Section 5 – Recommendations lists specific recommendations to PG&E proposed by the Fact-finding Team. These
recommendations will be considered by the DCISC. After review and approval by the DCISC, the Fact-finding
Report, including its recommendations, is provided to PG&E. The Fact-finding Report will also appear in the
DCISC Annual Report.

3.0 Discussion



3.1 Containment Equipment Hatch Seismic Capability

The DCISC Fact-finding Team (FFT) met with Behrooz Shaibnia, Supervisor, Civil Engineering Group, for an
update on the capability to close the open Containment Equipment Hatch during or following an earthquake. The
DCISC last reviewed this subject in December 2013 (Reference 6.1) when it concluded the following:

The DCISC found acceptable DCPP’s plans to keep the Containment Equipment Hatch closed during fuel
movement in refueling outages, until it could strengthen the hatch support design to withstand Hosgri-
type earthquakes.

Beginning in 2002, DCPP’s containment equipment hatch has usually been kept open during refueling outages for
containment atmosphere cooling and movement of large equipment into and out of the containment. Emergency
closure of the containment equipment hatch and other penetrations is controlled by DCPP Procedure AD8,DC54,
“Containment Closure,” which is used for establishing closure if Residual Heat Removal (RHR) is lost, there is a
spent fuel accident, or in the event of a severe weather warning for the site. Containment closure capability
within 30 minutes must be maintained any time fuel is in the reactor and the Reactor Coolant System (RCS) is not
intact. The required time for achieving closure is determined by Operations based on the existing plant status and
any events occurring as well as on the time-to-boil for Reactor Vessel coolant. Containment hatch closure drills
are performed early in each refueling outage. A Containment Closure Team, as directed by the Containment
Coordinator, is established and available when closure-requiring conditions exist or are imminent. When the RCS
is open, DCPP requires a Closure Team to be available on short notice to close the hatch within the required time.
The team performs drills each outage, and they and their tools are staged nearby.

An earlier DCISC FFT had asked about Containment Equipment Hatch closure following an earthquake, specifically
whether the device (rollers on an I-beam suspension system, rolling on a monorail-type configuration) supporting
the open hatch was seismically qualified, such that it would be functional following an earthquake. Earlier DCPP
analyses showed that the open containment hatch support system is designed not to adversely affect other
safety-related equipment but may not be specifically designed to remain functional during or following an
earthquake. It was this earlier information that prompted the DCISC to raise this question with the plant, which
led to the plant’s performing further analyses and studies. This FFT review was held to follow up on this issue, a
few months later.

Although the probability is small of an earthquake of high enough ground motion to adversely affect the hatch
mechanism during an outage, it has been a concern of the DCISC. The open hatch support system represents a
robust design; however, it does not answer the question, “Does the containment equipment hatch have the
capability to be closed within the procedurally required time during or following a design basis earthquake?”

Earlier DCPP structural analysis had indicated that the monorail would distort in a Hosgri-type earthquake, which
would prevent timely closure, if needed. During the last two recent outages, DCPP made the prudent decision to
keep the hatch closed during fuel movement inside containment, until the hatch support design could be
analyzed and/or modified. The plant implemented a modification in Unit 1 early in Outage 1R17 to strengthen the
hatch support system such that it is now fully qualified for applicable earthquake loads. The modification consists
of a stiffened I-beam with lateral supports top and bottom. DCPP plans to perform a similar modification to Unit 2
during Outage 2R17.

Additionally, DCPP asked a consultant to perform a non-linear analysis of the open hatch suspension system. The
analysis showed that the original support system had been fully seismically capable of being closed during or
following a design-basis earthquake. A Licensing Basis Impact Evaluation (LBIE) analysis showed that with the
hatch remaining open, no regulatory limits would have been exceeded; specifically, that accident radiation doses
would have been within applicable NRC 10CFR100 limits.



Conclusions:

DCPP has modified its Unit 1 Containment Equipment Hatch support system such that it is now
fully seismically qualified to be capable of being closed during outages following a design basis
earthquake. The plant also analyzed the original support system design and determined that it
would have met all functional requirements during design-basis seismic loads and remained
operable, though it was not certified as such. During the interim period between when the
problem was raised and the issue was resolved, DCPP kept the hatch closed during refueling as
a prudent measure. The DCISC is satisfied with these actions.

Recommendations:

None

3.2 Meet with New NRC Resident Inspector

The DCISC Fact-finding Team met with John Reynoso, NRC Resident Inspector who was recently assigned to
DCPP. Mr. Tom Hipschman, NRC Senior Resident Inspector remains in his current position. The DCISC last met
with the NRC Resident Inspector in January 2014 (Reference 6.2) when it concluded:

DCISC meetings with the NRC Resident or Senior Resident Inspector continue to be beneficial with regard
to sharing information and to understanding NRC and DCPP issues.

Dr. Budnitz explained the role of the DCISC. Discussion centered on Mr. Reynoso’s professional background, the
containment hatch issue (above), and the San Onofre Nuclear Generating Station steam generator problems and
their relevance to DCPP.

Mr. Reynoso noted that he had been an NRC Resident Inspector at the San Onofre Nuclear Generating Station
prior to his assignment to DCPP. He noted that he is a Registered Professional Engineer in the State of California;
and prior to his employment with the NRC he had worked in the nuclear industry, in one of his positions as a
qualified Shift Technical Advisor.

Conclusions:

DCISC meetings with the NRC Resident or Senior Resident Inspector continue to be beneficial
with regard to sharing information and to understanding NRC and DCPP issues..

3.3 Auxiliary Saltwater System Review

The DCISC Fact-finding team met with Joe Anastasio, Auxiliary Saltwater System (ASW) System Engineer for
a status report on the system. The DCISC last reviewed ASW in May 2011 (Reference 6.3) and concluded the
following:

The Auxiliary Saltwater (ASW) System, a safety-related system, appears healthy. The few current system
health issues do not appear to be hindrances to system operation. A recent problem regarding pump
vibration appeared to be examined and treated methodically and effectively. DCPP experienced a few
problems during the past year regarding ASW design and configuration documentation and control.
DCPP is currently reviewing its B.5.b procedures to use portable pumps and hoses to provide salt-water
injection into the ASW system. This capability to use portable injection pumps provides an important
element of defense-in-depth for beyond design basis events that might disable the ASW system,
including tsunamis.



The ASW System is a safety-related, Design Class 1 System. It provides the heat sink required for the safe
shutdown of the plant. The system in each unit provides cooling water from the Pacific Ocean (the Ultimate Heat
Sink) to the Component Cooling Water (CCW) heat exchangers, through which CCW is pumped and, in turn,
serves to remove heat from various plant systems. In the event of an accident involving a significant loss of
reactor coolant, the ASW System is relied upon to function so that the CCW System can cool the Residual Heat
Removal system and both the Containment Spray System and Containment Fan Cooler Units, which, in turn, cool
the nuclear fuel in the reactor and the Containment, respectively. There are two ASW pumps for each unit, and
each pump can supply sufficient cooling water through each of two redundant trains to either of the two CCW
heat exchangers for each unit. For each unit, one ASW pump is running and the other is in standby. In addition, an
ASW cross-tie exists between Units 1 and 2 so that the ASW standby pump from one unit can supply ocean water
to either CCW heat exchanger of the other unit. This cross tie is modeled in the Probabilistic Risk Assessment
(PRA) for DCPP.

The ASW pumps in each unit are electric motor driven 100 percent capacity pumps and are powered from
separate vital power electrical buses. In the case of a loss of offsite power, the pump motors are powered by
electricity supplied by DCPP’s Emergency Diesel Generators. The pumps are physically located in the intake
structure. Each pump is located in a separate watertight compartment with drainage to prevent motor damage
as a result of flooding. Backflow check valves are located in each compartment drain to prevent flooding in the
compartment from external sources. The water level in the compartments is monitored and an alarm is provided
in the control room to alert the operators of increasing level.

The ASW system takes suction from the intake structure, which opens to a small cove in the Pacific Ocean formed
by two breakwaters. These breakwaters are constructed of concrete tri-bars with additional reinforcing concrete.
The breakwaters are designed to protect the intake structure from the turbulence of the ocean. The intake
structure is configured to provide one inlet to each unit for the ASW System.

Bar racks are installed at the inlets to the intake structure to keep large debris out of the system. The seawater
then passes through an ASW System traveling screen. One traveling screen filters the seawater for two ASW
pump suction bays. The traveling screen keeps smaller debris and sea life from entering the ASW suction bays.
Each unit has two ASW pump suction bays (one per pump), which are provided with motor operated gates. The
gates are locally operated from the intake structure with indication on the ASW panel in the Control Room. These
gates are secured open during system operation and closed as required for maintenance.

Additional piping flowpaths exist between the forebays of the station’s Circulating Water System (CWS), which
provides cooling water to the station’s Main Condensers, and the ASW System forebays. These flowpaths can
provide a saltwater supply to the ASW System from the CWS if a problem occurs with the normal ASW saltwater
supply. The four valves in these flowpaths are closed during normal operation.

ASW system health is Green (healthy) for both units. There are currently four system issues:

1. There are problems with the rubber seats of butterfly valves used for unit-to-unit system isolation. DCPP
plans to replace these valves with improved versions in Outages 1R19 and 2R19.

2. The ASW discharge vent (vacuum relief) lines are made of PVC piping, which, although functional, would
better meet piping code requirements if replaced with Class I piping.

3. The ASW discharge line serves as the controlled/monitored discharge line for liquid radioactive waste
discharges to the Pacific Ocean. A small amount of observed corrosion on this line is being monitored for
leakage.

4. Although not directly affecting system health, the lack of a consolidated margin calculation is being tracked



in the Margin Management Program.

The ASW System serves as a major element of the post-Fukushima FLEX strategy. As the Ultimate Heat Sink
providing ocean-cooling water for normal and accident shutdowns, ASW must be functional following beyond-
design-basis events, including loss of all electric power. DCPP has procured a Diesel-driven ASW pump, which is
designed to take suction from the inlet cove and be tied into the ASW with portable piping. DCPP will soon begin
a demonstration of this setup. The DCISC should observe this demonstration or review its performance.

Conclusions:

The DCPP Auxiliary Saltwater System, which supplies vital cooling water for plant normal and
accident shutdown conditions, is rated as Green (healthy). There are several issues not
affecting system health which DCPP is resolving. DCPP has purchased a portable Diesel-driven
ASW Pump for use in beyond-design-basis events involving loss of the installed ASW pumping
capability. The ASW System Engineer appeared knowledgeable and proactive.

Recommendations:

None

3.4 Control Room Ventilation System Status

The DCISC Fact-finding team met with Greg Porter, System Engineer, and Mike Wright, Manager, Mechanical
Systems, for a status update of the Control Room Ventilation System (CRVS). The DCISC last reviewed CRVS in
May 2013 (Reference 6.4) when it concluded the following:

DCPP appears to have resolved a long-standing issue regarding the potential for inleakage to the Control
Room Ventilation System. The physical condition of each unit’s CRVS has been another long-standing
issue. The DCISC should check the status of station actions to address this physical condition issue no
later than the third quarter of 2014.

The DCPP Control Room Ventilation System (CRVS) consists of the following three systems:

1. Control Room HVAC System (CRHVAC)

2. Control Room Pressurization System (CRPS)

3. Plant Process Computer (PPC) Room Air Conditioning System

The CRHVAC consists of two independent trains for each unit. The CRPS is composed of one train for each unit.
These two systems are interconnected mechanically and operationally and are intended to be operational during
all plant operating modes. The PPC Room Air Conditioning System serves only to cool the Plant Process Computer
room.

The CRHVAC and CRPS operate in one of the following modes:

Mode 1

CRVS “normal” mode (CRNV)

Mode 2

CRVS smoke removal mode to evacuate smoke in the Control Room

Mode 3



CRVS 100% air recirculation with 27% passing through high efficiency particulate air (HEPA) filtration, and
manual zone isolation is used in the event of a toxic chemical spill outside the Control Room when
personnel sense a problematic odor or smell.

Mode 4

CRVS pressurization mode (CRPS) to counteract the detected presence of radiation at the Control
Room air intake or a Containment Isolation signal. The system can detect radiation at various air intake
locations and select the unaffected intake. Pressurization mode is the only required mode for the CRVS
to be considered operable.

The CRVS is designed to meet the following criteria/guides:

10CFR50 Appendix A, General Design Criterion 19, “Control Room” radiation protection for normal and
accident conditions

NRC Regulatory Guide, 1.78, “Evaluating the Habitability of Nuclear Power Plant Control Room during a
Postulated Hazardous Chemical Release”

NRC Standard Review Plan 6.4, “Control Room Habitability System”

NRC Standard Review Plan 9.4.1, “Control Room Ventilation System”

The previous review was prompted by DCISC’s receipt from the station of a January 24, 2013 PG&E Licensee Event
Report (LER) to the NRC discussing a long term inadequacy in the ability of the Control Room Ventilation Systems
(CRVS) to control air inleakage into the Control Room in postulated post-accident situations when the
atmosphere could contain radionuclides. Although other factors through the years affected the integrity of the
Control Room Ventilation Systems, the consistent long term issue that was not recognized until recently was that
inleakage to the Control Room Envelope could not be maintained below allowable limits in situations where one
of the ventilation units is in pressurization mode and the other is in recirculation mode and a ventilation fan fails.
In such a configuration, the reverse flow in one of the ducts allows unfiltered air to bypass the filters and can
result in a level of airborne radioactivity in the Control Room that exceeds regulatory limits.

The remedy was to install backdraft dampers in two of the ventilation ducts. This design change was
implemented in October 2012. As stated in the LER: “PG&E concluded that because the in-leakage was performed
with both trains operating, the SR(surveillance requirement) had not been performed as required, nor had it ever
been performed as required.” In December 2012, after modifying the Control Room Ventilation System, PG&E
satisfactorily completed in-leakage testing on the CRVS using a single CRVS train, thereby successfully
demonstrating acceptable in-leakage in the most limiting configuration with a single CRVS train operating. The
system was declared operable on December 20, 2012.

The “long term” aspect of this design issue was documented during an NRC Integrated Inspection during the first
quarter of 2012 when the NRC noted that PG&E had incorrectly confirmed in April 2005 that the required control
room habitability testing had demonstrated that the main control room did not have any unfiltered in-leakage
when the test was performed in the most limiting configuration for operator dose. This Integrated Inspection
Report also stated that the NRC had identified in September 2011 that the control room in-leakage test results
had been greater than both the values reported to the NRC in response to the Generic Letter and the values
assumed in the design basis radiological analyses. Also, NRC inspectors had identified that PG&E had not
performed the trace gas in-leakage testing in the most limiting configuration for operator dose consistent with
Regulatory Guide 1.197, “Demonstrating Control Room Envelope Integrity at Nuclear Power Reactors.” In
response to these notifications, PG&E took the steps necessary to resolve this issue.

The system health of Unit 1 and Unit 2 Control Room Ventilation Systems (CRVS) is reported separately in the



System Health Report for the overall Heating Ventilation and Air Conditioning (HVAC) System of the respective
Unit. Overall the HVAC systems for both Units are rated Yellow (Needs Improvement). Return to healthy is
projected by November 2015 with resolution of the following issues:

1. Long-term corrective action Prompt Operability Assessment with compensatory measures for Control
Room Envelope (CRE) operability – estimated completion date of November 30, 2015.

2. Control Room Air Conditioning System long history of reliability issues due to design, age and corrosion.

3. CRVS condenser motor failures due to exposure to salt environment. These will be replaced with enclosed
motors.

DCPP is developing a new CRE dose analysis using the “Alternate Source Term” to restore dose margins. The
analysis, if accepted by the NRC, will make unnecessary any major physical changes to the CRVS. DCPP plans to
submit a License Amendment Request (LAR) to the NRC for review and approval in September 2014 and
implement the new, approved licensing basis in December 2015.

Conclusions:

DCPP has resolved most of its Control Room Ventilation System (Control Room Envelope)
inleakage issues and is proceeding with reanalysis of accident dose calculations using the
Alternate Source Term for which they will be seeking NRC approval as the new license basis.
This is expected to be completed by the end of 2015. The DCISC should continue to follow this
issue.

Recommendations:

None

3.5 Fire Door Issues

The DCISC Fact-finding Team met with Dave Hampshire, Fire Protection Supervisor; Alex Arsene, Appendix R
Program Engineer; and Al Clark, Civil Engineering Door Systems Engineer, for an update on impaired fire doors.
The DCISC last reviewed fire protection in December 2013 (Reference 6.5) when it heard the Appendix R Program
Update at the Plant Health Committee meeting, after which it concluded the following:

The DCISC Fact-finding Team observed that the Plant Health Committee meeting was carried out
efficiently and effectively. All presenters were well prepared, and PHC Members’ questions and
comments were appropriate. The DCISC Fact-finding Team has a concern about the length of time DCPP
is taking to replace degraded fire doors. It is recommended that the DCISC follow up on this item in early
2014.

At the Plant Health Committee meeting the Appendix R Program Manager reported that this fire protection
program health was Red, unsatisfactory, due to the following:

Excessive Critical Component Failure/Adverse Equipment Trend (one or more critical component failures
without an action plan) because of 16 impaired fire doors for several years due to financing deferrals. The
impaired doors require fire watches, an unsatisfactory long-term substitute for fully functional fire doors.
DCPP has an action plan to replace/repair these doors, but funding has been deferred through 2016. This
deferral was a concern to the DCISC, and the earlier Fact-finding Team recommended that the DCISC look
further into the deferrals.

The funding for these doors was deferred from 2012 until 2017, which appeared unacceptable to the DCISC. Six of



these 16 doors have now been repaired or replaced, leaving 10 doors needing resolution. These ten remaining
doors have been included as highest priority in the Plant Door Life Cycle Management Plan. This plan will be
presented in April 2014 to the Plant Review Committee for funding. The DCISC should follow up on fire doors in
about six months.

Conclusions:

The DCISC learned in December 2013 that 16 impaired fire doors would not be repaired or
replaced until 2017 due to funding deferrals and found this unacceptable. Following up in
March 2014, the DCISC found that six doors had been repaired or replaced, and the remaining
ten were the highest priority on the Plant Door Life Cycle Management Plan. The ten impaired
doors are compensated for by fire watches, which, while acceptable, are not desirable. This is
an acceptable start, and the DCISC should follow up on this issue near the end of 2014.

Recommendations:

None

3.6 Operator Concerns Update

The DCISC Fact-finding Team met with Jan Nimick, Operations Manager, for an update on operator
concerns. The DCISC last reviewed operator concerns in November 2012 (Reference 6.6) when it concluded the
following:

The relationship between Operations management and its employees appears to be healthy. The number
of “no solo” operators has continued to decrease. The station’s composite Operational Focus Index
during the third quarter of 2012 reflects a healthy focus on operations. However, two individual
indicators of performance, Operational Workarounds and Critical Components Backlog, remain
unhealthy and should be monitored by DCISC and pursued in a Fact-finding visit during the first half of
2013.

The DCISC has been interested in a number of operator issues or concerns. The number of routine union
grievances was down – approximately 1/3 the number several years ago. There is a contract negotiation this year,
but Mr. Nimick expected no significant items. The selection of candidates for the operator-license class, a
controversial item in prior years, is not an issue now. Additionally, there is a new class of non-licensed nuclear
operators, the NO-9 Class, which provides another level of advancement and higher pay for those selected. DCPP
has implemented its “senior Reactor Operator (SRO) Success” plan under which screening for SRO candidacy
uses a new, improved aptitude test. Plant Status Control (also known as Plant Component Mispositions) has
improved significantly, e.g., in Outages 2Z18, 1R18, and 1X19 there was only one misposition event. This is excellent
performance. The Operational Focus Index, which has been Green (excellent) for the past year, is a composite
index reflecting overall performance based on values of the following individual performance indicators:
Operational Workarounds, Operator Burden Tasks, Control Room Deficiencies, Main Annunciators Defeated,
Clearances with Tags Hanging, Corrective Critical Components Backlog, Deficient Critical Components Backlog,
Prompt Operability Assessments, Control Room Notifications, Reactivity Leadership Team Performance, and
Steam Leakers.

The Plant Misposition Component Performance Indicator through March 2014 is relatively stable and the 6-Month
Rolling Summation is within its goal as shown in the graph below. Operations data are shown in dark blue.



The industry has minimum physical condition requirements for operators. Operators at DCPP are tested and
certified as meeting the industry standard by the plant Medical Officer. Operator “no solos” are operations
personnel whose health (e.g., high blood pressure, heart condition, obesity, diabetes, etc.), as determined by the
plant Medical Officer, prevents them from being allowed to work alone in the plant performing strenuous tasks.
The number of “no solos” has been reduced in recent years:

Year No. of “No Solos”

2002 14

2005 10

2007 7

2010 8

2012 5

2014 4

This positive trend shows good performance with respect to operator health.

The DCPP Operational Focus Index shows the status of the following 11 items, which detract from operator focus
and effectiveness. The overall index has been Green since January 2014 which is good performance. There are
several areas shown in Yellow and Red below which need continued attention, notably Main Annunciators
Defeated and Deficient Critical Components Backlog. The DCISC should follow up on these two items.



Conclusions:

DCPP operator issues are minimal. There is apparently good cooperation between represented
operators and management, and operator performance measures, such as Plant Status Control
and the Operational Focus Index, a measure of operator distractions, are positive.

Recommendations:

None

3.7 Safety System Functional Failures

The DCISC Fact-finding Team met with Phillipe Soenen, Licensing Supervisor, for an update on Safety System
Functional Failures (SSFFs). The DCISC last reviewed SSFFs in September 2013 (Reference 6.7) when it concluded
the following:

DCPP recognizes that its corrective actions to improve the rate of Safety System Functional Failures have
not been effective. It is augmenting those actions with significant multi-faceted station-wide initiatives.
The DCISC should follow this issue closely with quarterly fact-finding reviews.

A Safety System Functional Failure (SSFF) is defined as “the failure of or the loss of the ability of a system safety
function to shut down the reactor and maintain it in a safe shutdown condition, remove residual heat, control the



release of radioactive materials, or mitigate the consequences of an accident.” Therefore, a safety system may
meet a Technical Specification (TS) limiting condition for operation (LCO), but exhibit an SSFF at the same time.

The recent history of this issue began in 2001 when the Nuclear Regulatory Commission (NRC) changed the
significance of a SSFF event when it established a Reactor Oversight Program (ROP) that, among other things,
uses performance indicators for key parameters, including SSFFs. Depending on the number of SSFFs that a plant
experiences, the plant will receive a varying level of regulatory oversight. For, example, if a plant experiences five
SSFFs within a rolling four quarter period, the plant will move into the White regulatory response column and
receive greater NRC oversight.

Between Ju1y 1, 2010 and August 31, 2011, DCPP Units 1 and 2 experienced a combined total of 12 SSFFs. Of these 12
SSFFs, four were common to both units. There was considerable variety in the nature of the SSFFs. Some
examples include the following:

Non-conservative Technical Specification (TS) First Level Undervoltage Relay (FLUR)/Second Level
Undervoltage Relay (SLUR) results in loss of power to Emergency Diesel Generator (EDG) start
instrumentation, Units 1 and 2

230kV allowed outage time exceeded when cross-tied between Units 1 and 2

Mode 3 Entry with AFW Pump 1-1 inoperable

Auxiliary Building Ventilation System single failure, Units 1 and 2

Three Losses of Offsite Power during Refueling Outage 2R16, Unit 1

DCPP’s Root Cause Evaluation (RCE) Report of these SSFFs further notes that, beginning with the discovery of
incorrect open limit switch settings on motor-operated Emergency Core Cooling System (ECCS) sump suction
valves in 2009, “DCPP experienced multiple events that resulted in the loss of a system safety function to shut
down the reactor and maintain it in a safe shutdown condition, remove residual heat, control the release of
radioactive materials or mitigate the consequences of an accident.”

DCPP’s examination of this issue in its Root Cause Evaluation (RCE) is extensive and detailed, and includes reviews
of operating experience within the industry. The examination concluded that DCPP lacked clear standards for risk
assessment, risk evaluations, and risk mitigation activities that could, and did, result in SSFFs. It further concluded
that, when reviewing evaluations, the station had a tendency to justify and accept the evaluations rather than to
provide a healthy challenge to them. It also noted that opportunities had been missed to reinforce high standards,
that resolutions of identified risks were sometimes incomplete, and that there was sometimes no means or
expectation for identifying risk significant activities. A contributing cause identified by the station was that
“station personnel had insufficient understanding of the definition of an SSFF, resulting in failure to recognize
that adherence to station procedures and plant Technical Specification action requirements does not prevent
SSFFs.”

To address the root and contributory causes of this adverse trend in SSFFs, DCPP developed 30 planned actions,
which collectively comprise one of the eight areas for improvement in a broader “Regulatory Excellence Action
Plan.” The first major component of the Action Plan to address Safety System Functional Failures involved
completing the RCE which resulted in its March 7, 2012 Action Plan, which contained 30 major and supporting
actions.

The purpose of this fact-finding visit was to assess DCPP’s progress on reducing the number of SSFFs. The RCE
effectiveness evaluation showed that the corrective actions in the Action Plan were not effective because of an
increased number of SSFFs. Prior to the RCE, all SSFF events were designated as preventable. Following the RCE,



five of nine events were preventable, and the remaining four would have been preventable had the corrective
actions been effectively implemented. DCPP found no commonality of causes. DCPP has taken new, augmented
corrective actions to the Corrective Action Review Board, which contained processes to preclude SSFFs from
happening from initiating events. These new corrective actions include the following:

1. Update the applicable procedure to include all modes of operation and expand the list of Single Failure
Vulnerable Systems to include shared portions of systems that create a single point vulnerability.

2. Establish risk mitigation actions for any condition, which reduces vulnerability to SSFF to loss of a single
component, power supply, or train.

3. Establish the Station Focus Area that includes the top five human performance error prevention tools (the
“High Five”).

4. Post Systems, Structures, and Components (SSCs) where the loss of the component would result in loss of
SSF, and revise the Operations Policy to reflect this standard.

5. Require Outage Scope Review Team (OSRT) identification of SSFF vulnerabilities and establishment of risk-
commensurate mitigations when repair will be delayed or deferred.

6. Develop and proceduralize a clear standard for evaluations of conformance to licensing basis and SSFF
vulnerability to be implemented in Operating Experience Assessments, plant modifications, design and
licensing basis reviews, NRC communications, and Licensing Basis Verification Program processes.

7. Educate station Senior Reactor Operators, managers, senior leadership team, and engineers such that they
can recognize a SSFF or potential SSFF challenge.

8. Communicate to station to achieve plant-wide recognition of DCPP SSFF Performance Indicator
vulnerability, including:

a. Current station SSFF performance

b. Bottom industry decile standing

c. How to recognize an SSFF vulnerability

d. Expectations to reduce risk of SSFF events

e. Broad range of situations whereby plant staff can create a possible SSFF event.

With the relatively high number of SSFFs recently, DCPP needs strong, effective correction action to reverse the
degrading trend of SSFFs. The DCISC should follow this issue closely with quarterly reviews to assess the
effectiveness of corrective action.

The trend of SSFFs at DCPP is as follows:

Quarter Unit 1 SSFFs Unit 2 SSFFs

1Q13 3 3

2Q13 3 4

3Q13 3 4

4Q13 3 3

1Q14 4 2

NRC’s four-quarter Performance Indicator for DCPP’s SSFI is currently Green based on the following data:

Unit No. of SSFIs NRC White Threshold DCPP Goal



1 4 > 5 0

2 2 > 5 0

It appears to the DCISC Fact-finding Team that no improvement has yet been achieved since July 2010, when
originally reviewed. This is a concern to the DCISC, which should follow up on SSFFs in the third quarter of 2014.
This should include review of a DCPP procedure addressing risk for the various operating modes.

Conclusions:

DCPP’s performance on reducing or eliminating Safety System Functional Failures (SSFFs) has
not improved despite implementation of a corrective action plan. This is a DCISC concern. A
new plan has been developed, and the DCISC should review this item in the third quarter of
2014.

Recommendations:

None

3.8 Troubleshooting

The Fact-finding Team met with Ron Perry, DCPP Instrumentation and Controls Manager and
Troubleshooting Program Manager, for an update on DCPP Troubleshooting. The DCISC last reviewed
Troubleshooting in December 2011 (Reference 6.8), when it concluded the following:

The DCPP Troubleshooting Program has been substantially improved since the DCISC reviewed it in April
2009. DCPP had developed a new comprehensive procedure, which appeared satisfactory. The DCISC
concluded that the troubleshooting example it reviewed was thorough and successful.

Although the above troubleshooting procedure was found satisfactory by the DCISC, it appeared overly-complex
and somewhat confusing regarding responsibilities for performing troubleshooting. This has been addressed with
a new interdepartmental procedure, which more clearly defines Maintenance as the Troubleshooting Owner with
Engineering as support. A formal lead is now to be identified for each troubleshooting activity. The new
procedure also now ties into the DCPP Risk Procedure, “Assessment of Integrated Risk,” which establishes the
process for integrated risk management associated with work activities performed on or around power plant
equipment during Modes 1 through 6 and No-Mode (defueled), and during any work in an outage that could
affect the operating unit. This procedure provides direction on identifying and classifying risk in the following
areas:

Industrial Safety

Nuclear Safety

Radiological Safety

Chemistry and Environmental Safety

Regulatory Compliance and Plant Operation

Security

The risk assessment procedure appeared comprehensive and easy to implement with many specific examples of
risk-significant activities and configurations. The overall effect is to determine, with Operations input, the risk of
the problem to be addressed and to direct one to the appropriate of three levels of troubleshooting for that
problem.



The procedure directs that Troubleshooting Plans be put into the DCPP Work Planning Process that generates
Work Orders which are reviewed by Operations. Then once the problem has been identified, a new Work Order is
initiated to accomplish the repairs. The plant believes that using the Work Planning Process will add better
structure to troubleshooting investigations and repairs.

Engineering will soon add their evaluation tools to the procedure as a final step. These tools include Causal
Analysis, Fishbone Analysis, Pareto Analysis, etc.

Conclusions:

The DCPP Troubleshooting Process continues to improve now with Maintenance clearly the
lead organization (and Engineering in support), controlled by the Work Planning Process, and
incorporating risk assessment both to determine the level of troubleshooting and to inform
applicable personnel about the relative risk involved. The DCISC should review a variety of
specific troubleshooting applications when it next reviews troubleshooting.

Recommendations:

None

3.9 Meeting with DCPP Plant Director

The DCISC Fact-finding Team met with Lynn Walter, Station Services Director, to discuss items reviewed in
this fact-finding meeting and other items of interest.

3.10 Emergency Diesel Generator Review with System Engineer

The DCISC Fact-finding Team met with Tiffany Bierly, Emergency Diesel Generator (EDG) System Engineer,
for an update. The DCISC last reviewed the DCPP EDG in May 2013 (Reference 6.9), when it concluded the
following:

DCPP has been experiencing long-standing problems pertaining to its Emergency Diesel Generators in
both units. These problems have encompassed component deterioration and obsolescence as well as
incompatibilities between regulatory requirements and existing design documents. Additionally,
incompatibilities need to be rectified between the demonstrated and analyzed capabilities of various
aspects of affected systems and components and their currently documented capabilities. The station
has made considerable progress in analyzing and addressing these problems. DCPP’s submittal of a
License Amendment Request to the NRC is anticipated by June 30, 2013.

The EDGs are safety-related pieces of equipment whose functions are as follows:

To furnish sufficient power to mitigate a design basis accident in one unit and safely bring the other unit to
cold shutdown when both the 230kV and 500kV offsite power sources are unavailable.

To act as a backup source of power to enable the reactor to continue to produce power for 72 hours
whenever there is no accident condition, but one of the two offsite power sources is inoperable.

To furnish power sufficient for an emergency shutdown of the plant whenever the offsite power sources
are not available.

The system has no direct non-safety related function.

The EDG fuel oil supply system is designed with enough fuel capacity to provide seven days of onsite power



generation in order to operate: (a) the minimum required Engineering Safety Features (ESF) equipment following
a design basis loss-of–coolant accident (LOCA) for one unit, and the equipment in the second unit in either the
hot or cold shutdown condition, or (b) the equipment for both units in either the hot or cold shutdown condition.

Each nuclear operating unit is supported by three EDGs. Each diesel-generator set is provided with two 100%
capacity starting air trains, with each train having two starting air motors.

Safety Guide (SG) 9 provides the basis for the design of the EDGs. Their ratings are as follows:

2,600 kW, Continuous (8,000 hours per year)

2,750 kW, 2,000 hours per year

3,000 kW, 2 hours per 24 hours

3,100 kW, 30 minutes per year

Each EDG is designed to start automatically on any of the following signals:

A Safety Injection signal from either Train A or Train B of the plant protection system.

Undervoltage on the preferred offsite sources to each of the 4160V vital buses; this starts its respective
diesel.

Undervoltage on any of the vital 4160V buses; this starts its respective diesel.

These automatic starts are to ensure that the EDGs are available with minimal delay to mitigate any operational or
accident condition that may exist at the time of the signal. The Safety Injection signal, by itself, is an indication of
an accident condition. The undervoltage signal from any vital bus is an indication of a loss of both onsite and
offsite power sources.

DCPP employs a broad color coding system for grading the overall health of plant systems:

Green – Healthy

White – Achievable Action Plans in place to return system to complete Healthy status

Yellow – Needs Improvement

Red – Unsatisfactory

Currently, the EDG Systems of both units are rated Yellow, as needing improvement, and have been Yellow for at
least the previous four quarters. All of the EDGs are operable, but the following concerns appeared in the EDG
System Health Report for each Unit:

1. Material/Equipment Condition: Equipment Obsolescence – EDG control system components are 40 years
old, obsolete, and some parts are unavailable. An analog upgrade is planned and has been approved. It will
be implemented on one machine in each consecutive refueling outage beginning with 2R19 (2016) through
1R22 (2020). Although this upgrade will improve operability and availability, it is not a factor which
significantly contributes to system health improvement.

2. Margin Management Issue: lack of fuel day tank measurements, which limits understanding of the actual
“useable” volume, making margin unknown.

3. Margin Management Issue: The station’s Licensing Basis Verification Project is performing time-dependent
load profile calculations for each EDG to address margin management. An example load for EDG 1-3 exceeds



the 2750 kW 2000-hour rating by 9kW under certain conditions. All EDGs have been tested satisfactorily at
the higher loadings. The calculational load activity is underway to support a License Amendment Request
(LAR) submitted to NRC by mid-2014 to establish a new maximum licensed load. NRC approval is expected
by mid-2015. For the longer term DCPP is considering physical changes to the Diesel engine to achieve
2800kW as compared to today’s nominal 2600kW 8000-hour load rating. The generator has been
determined to be able to support this without changes.

4. Material/Equipment Issue: The higher loads on the EDGs resulted in higher fuel consumption from the fuel
day tanks. This caused an analysis to determine new low level setpoint and minimum Technical Specification
fuel level.

5. Design Basis Issue: sustained winds could impact the ability of the engine radiators to cool the jacket water
and engine compartment components. A Prompt Operability Assessment (POA) has been generated to
support continued operation until the issue can be resolved.

6. Design Basis Issue: Engine derate due to air inlet temperatures being higher than ambient. This degraded
condition is bounded by a POA for EDG loading.

7. Performance Monitoring: Oil leakage occurs on the EDG pushrod grommets on the cylinder heads. DCPP
plans to replace the grommets with hose clamps. This is scheduled to be completed by 2019.

The DCISC notes that many of the conditions in the above listing are rated “Red” in the EDG System Health
Reports for both Unit 1 and Unit 2. These are “Conditions Requiring Prompt Operability Assessments (POA) with
Compensating Measures.” Four POAs have been implemented to support continued operation while the
problems are resolved. DCPP expects to achieve White (healthy) status by July 1, 2015 with approval of the NRC of
EDG LARs.

On January 15, 2013, a Category 1 public meeting was held between the Nuclear Regulatory Commission and
representatives of Pacific Gas and Electric Company (PG&E). The purpose of the meeting was to discuss PG&E’s
plans for a License Amendment Request (LAR) related to EDG technical specification (TS) changes at DCPP. The
meeting was a follow-up to a public meeting on August 7, 2012 on the same subject. Approximately one year is
now anticipated for the NRC to review and respond to this submittal, followed by about four months for DCPP to
address any issues that may arise.

Performance data (12-quarter rolling unavailability) for the DCPP EDGs are as follows:

Unit Actual DCPP Goal NRC “White” Threshold

1 8.4 x 10-10 < 3.0 x 10-7 > 1.0 x 10-6

2 6.7 x 10-8 < 3.0 x 10-7 > 1.0 x 10-6

Regarding its position in the industry, DCPP EDGs rank in the second quartile.

Conclusions:

The six (three per unit) DCPP Emergency Diesel Generators (EGDs) are operable and able to
perform their functions; however, system health is rated as Yellow (needs improvement)
primarily because of the need to increase their rated loads to meet new demand conditions.
Prompt Operability Assessments have been performed to support operation with the higher
loadings. Testing has shown that the EDGs are able to perform at the higher loads. Calculations
are being performed to support a License Amendment Request (LAR) for NRC review and
approval prior to documenting the new loads in the Updated Final Safety Analysis Report. DCPP
expects to return the EDGs to White (healthy) status in mid-2015. The DCISC should review the



EDGs at that time.

Recommendations:

None

3.11 Seismic Source Characterization Workshop

The DCISC Fact-finding team attended segments of a three-day workshop sponsored by PG&E, entitled
“Seismic Source Characterization Workshop 3: Preliminary Model and Hazard Feedback.”  PG&E ran this three-day
workshop on March 25–26-27, 2014 in San Luis Obispo.

The background is that PG&E is in the midst of an almost three-year-long project to produce a completely
updated probabilistic seismic hazard analysis for the Diablo Canyon site. This major project was begun by PG&E
before the NRC, in a 2012 generic letter to all power-reactor licensees under 10 CFR 50.54(f) (Reference 6.10),
required each power plant to reassess its seismic hazard using a probabilistic methodology known as the Level-3
SSHAC methodology (see below.) Therefore, although today this work is formally being done in response to the
NRC’s 50.54(f) letter of 2012, it had begun earlier and would have been undertaken in any event.

Workshop participants included about a dozen members of PG&E’s study team, a half dozen outside peer
reviewers, and about thirty other participants: seismic hazards experts, NRC and California state regulatory
observers, and several members of the general public. This was the third of three workshops to explore technical
issues related to the seismic sources that could affect the seismic ground motion at the DCPP site. (Three other
workshops have also been conducted to explore technical issues related to how the seismic energy from a seismic
source would propagate from such a source to the DCPP site.)

The Fact-finding team’s schedule allowed it to attend for about two hours at the end of the first day and for
another two hours during the afternoon of the second day of this 3-day workshop.

The methodology being used to perform this probabilistic hazard study is the so-called “SSHAC Level-3
methodology,” which follows guidance of an NRC-DOE-EPRI-supported expert panel called the “senior Seismic
Hazard Analysis Committee” (the “SSHAC Committee.”) The SSHAC Committee report is cited as NUREG/CR-6372
(Reference 6.11). One of the Fact-finding team members (Budnitz) chaired the SSHAC Committee back in the
1990s, and is therefore intimately familiar with the methodology. Also, Budnitz has recently attended all three of
the PG&E ground-motion workshops cited above.

Based on the Fact-finding team’s observations, it is clear that this seismic-hazard project is well-along in its
technical work. Extensive work has been done to incorporate the technical insights and models of many different
experts about the seismic sources near the plant, and to assimilate very large amounts of recent seismic,
geological, geophysical, and geodetic data relevant to the task of developing a modern seismic hazard for the
Diablo Canyon site. The FF team was impressed with both the complexity of the information available about site
hazard and the multiplicity of different interpretations of the relevant data. The PG&E-led team, under N.
Abrahamson of PG&E, seems well qualified to carry out the work. Many of the project’s technical participants and
all of the outside peer reviewers have nationally recognized expertise. The project’s schedule will produce a final
report some time in late 2015. The DCISC should continue to follow the technical developments in this important
project as the work proceeds.

Conclusions:

The DCISC finds that the current project to develop probabilistic seismic hazard information
about the Diablo Canyon site is going well. It is being carried out by a PG&E-led team of experts



drawn from throughout the relevant technical community nationwide. This team has
outstanding credentials. The DCISC should continue to follow the progress of this important
work.

Recommendations:

None

3.12 Status of Probabilistic Fragility Analysis for the Seismic PRA

The DCISC Fact-finding team met with Mr. Nozar Jahangir, Engineering Manager for the Seismic Program
Update, to discuss the current status of an ongoing project to perform probabilistic fragility analysis of the
structures and components at DCPP that contribute to the seismic PRA (probabilistic risk assessment). The DCISC
last reviewed this topic during its Public Meeting on February 7, 2013 (Reference 6.12), when Mr. Jahangir made a
presentation to the Committee.

In 1987-1988, the plant completed a seismic PRA (Reference 6.13) that at the time was widely acknowledged, both
nationally and internationally, to be among the best seismic PRAs ever accomplished. That seismic PRA broke new
ground in a number of methodological areas, and was also the first seismic PRA ever performed at a nuclear
power plant site with very high seismicity. In the intervening years, it has been cited frequently in the seismic-PRA
field and its quality widely acknowledged.

However, more than a quarter century later, it is now out-of-date, and over two years ago the plant began an
effort to update it. This means (a) updating the probabilistic seismic hazard analysis, being done in a separate
project discussed elsewhere in this Fact-finding report (Section 3.11, “seismic Source Characterization
Workshop”); (b) updating the probabilistic analysis of the seismic fragilities of the structures and components,
the topic here; and (c) updating the plant probabilistic systems-analysis model, an effort that is also underway
and that was the subject of an earlier DCISC Fact-finding review (Reference 6.14).

Since DCPP began its update of the seismic PRA, the NRC, in a generic letter to all power-reactor licensees under
10 CFR 50.54(f) (Reference 6.10), regarding lessons learned from the Fukushima accident in Japan, has required
each power plant to reassess its seismic hazard, and for western plants in high-seismicity areas, like Diablo
Canyon, to update the plant’s seismic PRA as well. Therefore, today this seismic-fragility work is formally being
done in response to the NRC’s 50.54(f) letter of 2012, but it had begun earlier and would have been undertaken in
any event.

A major finding at the time of the 1988 seismic PRA was that the seismic capacity of each item of equipment and
each structure was strong enough that failures due to seismic causes would only occur for earthquake motions
significantly in excess of the plant’s design basis earthquake. The objective of the current seismic-fragility effort is
to repeat that analysis, but using the current plant configuration (which differs in a few ways from the
configuration in 1988.) Mr. Jahangir reported that the fragility analysis will also use the best current information
about the seismic hazard at the site and will include a modern analysis of how the seismic energy from a large
earthquake would enter the site from below, propagate into the structures, and produce seismic motions at the
base of each equipment item or structure being studied.

The status of the analysis is that a team of experts has been placed under contract to perform the analysis,
working in conjunction with DCPP staff engineers. This team includes in its membership two engineers who
actually participated in the earlier analysis over a quarter century ago, according to Mr. Jahangir. DCPP has also
put together an outside group of experts to perform a peer review of the analysis. This group’s assignment is to
meet regularly throughout the two-year duration of the fragility project to provide feedback and review. Mr.
Jahangir reported that both the contractor analysis team members and the group of outside peer reviewers are



among the top experts nationally in this field, and the DCISC Fact-finding team concurs – -- one of us (Budnitz) has
worked closely with many of these individuals over the past two-decades plus, including some current technical
work with one of them on a different project.

The technical work is well under way. No analysis problems have arisen so far. It is too early to predict the
outcome of the fragility analysis, but Mr. Jahangir did acknowledge, in answer to a question by the Fact-finding
team, that no structure or equipment item so far has been found to have a significantly weaker seismic capacity
than had been determined in the earlier analysis many years ago – if such a finding has been made even in a
preliminary way, Mr. Jahangir acknowledged that this would have been immediately brought to the attention of
DCPP management. However, because the work is still under way, no final results exist. The fragility analysis at
this stage is using the seismic hazard information available earlier, not the new seismic hazard information being
developed concurrently by the plant. When that new seismic-hazard information is finally available, it will then be
used to update the fragility analysis before finalizing this project. Mr. Jahangir noted that the current schedule is
expected to produce final seismic-PRA results sometime in mid to late 2015.

Conclusion:

Conclusions: The DCISC review finds that the current project to develop probabilistic seismic
fragilities for the plant’s structures and equipment seems to be going well. It is being carried
out by a team of outside experts in collaboration with DCPP staff engineers. This team has
outstanding credentials. The DCISC should continue to follow the progress of this important
work.

Recommendations:

None

4.0 Conclusions

4.1

DCPP has modified its Unit 1 Containment Equipment Hatch support system such that it is now
fully seismically qualified to be closed during outages following a design basis earthquake. The
plant also analyzed the original support system design and determined that it would have met
all functional requirements during design-basis seismic loads and remained operable, though it
was not certified as such. During the interim period between when the problem was raised and
the issue was resolved, DCPP kept the hatch closed during refueling as a prudent measure. The
DCISC is satisfied with these actions.

4.2

DCISC meetings with the NRC Resident or Senior Resident Inspector continue to be beneficial
with regard to sharing information and to understanding NRC and DCPP issues.

4.3

The DCPP Auxiliary Saltwater System, which supplies vital cooling water for plant normal and
accident shutdown conditions, is rated as Green (healthy). There are several issues not
affecting system health which DCPP is resolving. DCPP has purchased a portable Diesel-driven
ASW Pump for use in beyond-design-basis events involving loss of the installed ASW pumping
capability. The ASW System Engineer appeared knowledgeable and proactive.

4.4

DCPP has resolved most of its Control Room Ventilation System (Control Room Envelope)



inleakage issues and is proceeding with reanalysis of accident dose calculations using the
Alternate Source Term for which they will be seeking NRC approval as the new license basis.
This is expected to be completed by the end of 2015. The DCISC should continue to follow this
issue.

4.5

The DCISC learned in December 2013 that 16 impaired fire doors would not be repaired or
replaced until 2017 due to funding deferrals and found this unacceptable. Following up in
March 2014, the DCISC found that six doors had been repaired or replaced, and the remaining
ten were the highest priority on the Plant Door Life Cycle Management Plan. The ten impaired
doors are compensated for by fire watches, which, while acceptable, are not desirable. This is a
good start, and the DCISC should continue to follow this issue.

4.6

DCPP operator issues are minimal. There is apparently good cooperation between represented
operators and management, and operator performance measures, such as Plant Status Control
and the Operational Focus Index, a measure of operator distractions, are positive.

4.7

DCPP’s performance on reducing or eliminating Safety System Functional Failures (SSFFs) has
not improved despite implementation of a corrective action plan. This is a DCISC concern. A
new plan has been developed, and the DCISC should review this item in the third quarter of
2014.

4.8

The DCPP Troubleshooting Process continues to improve now with Maintenance clearly the
lead organization (and Engineering in support), controlled by the Work Planning Process, and
incorporating risk assessment both to determine the level of troubleshooting and to inform
applicable personnel about the relative risk involved. The DCISC should review a variety of
specific troubleshooting applications when it next reviews troubleshooting.

4.9

None

4.10

The six (three per unit) DCPP Emergency Diesel Generators (EGDs) are operable and able to
perform their functions; however, system health is rated as Yellow (needs improvement)
primarily because of the need to increase their rated loads to meet new demand conditions.
Prompt Operability Assessments have been performed to support operation with the higher
loadings. Testing has shown that the EDGs are able to perform at the higher loads. Calculations
are being performed to support a License Amendment Request (LAR) for NRC review and
approval prior to documenting the new loads in the Updated Final Safety Analysis Report. DCPP
expects to return the EDGs to White (healthy) status in mid-2015.

4.11

The DCISC finds that the current project to develop probabilistic seismic hazard information
about the Diablo Canyon site is going well. It is being carried out by a PG&E-led team of experts
drawn from throughout the relevant technical community nationwide. This team has
outstanding credentials. The DCISC should continue to follow the progress of this important



work.

4.12

The DCISC review finds that the current project to develop probabilistic seismic fragilities for
the plant’s structures and equipment seems to be going well. It is being carried out by a team
of outside experts in collaboration with DCPP staff engineers. This team has outstanding
credentials. The DCISC should continue to follow the progress of this important work.

5.0 Recommendations:

None
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1.0 Summary

The results of the April 16–17, 2014 fact-finding trip to the Diablo Canyon Power Plant in Avila
Beach, CA are presented. The subjects addressed and summarized in Section 3 are as follows:

1. Operations Performance

2. Winter 2013–2014 Storm Response

3. Nuclear Generation Progress Reports (2013 & 2014)

4. Component Cooling Water System

5. Flow Accelerated Corrosion Program

6. Boric Acid Corrosion Control Program

7. Flashover Events

8. Meeting with NRC Senior Resident Inspector

9. DCISC Member Discussion with PG&E’s Chief Nuclear Officer

10. Reactor Coolant Pump 1-3 Seal Leakage

2.0 Introduction

This fact-finding trip to the DCPP was made to evaluate specific safety matters for the DCISC.
The objective of the evaluation was to determine if PG&E’s performance is appropriate and
whether any areas revealed observations which are important enough to warrant further review,
follow-up, or presentation at a Public Meeting. These safety matters include follow-up and/or
continuing review efforts by the Committee, as well as those identified as a result of reviews of
various safety-related documents.

Section 4 – Conclusions highlights the conclusions of the Fact-finding Team based on items
reported in Section 3 – Discussion. These highlights also include the team’s suggested follow-up
items for the DCISC, such as scheduling future Fact-finding meetings on the topic, presentations at
future public meetings, and requests for future updates or information from DCPP on specific areas
of interest, etc.

Section 5 – Recommendations lists specific recommendations to PG&E proposed by the Fact-
finding Team. These recommendations will be considered by the DCISC. After review and approval



by the DCISC, the Fact-finding Report, including its recommendations, is provided to PG&E. The
Fact-finding Report will also appear in the DCISC Annual Report.

3.0 Discussion

3.1 Operations Performance

The DCISC Fact-finding Team (FFT) met with David Gouveia, Manager, Operations. The DCISC’s
last review of Operations Performance was in April 2012 (Reference 6.1) and focused on the
implementation of Operations’ “Block and Tackle Action Plan,” consisting of the following
elements:

Power Plant Leak Management

Emergency Plan Drill and Exercise Performance

Plant Status Control

Inconsistencies in Crew Performance

Reactivity Management

Missed Surveillances

The conclusion of this April 2012 review was as follows:

Activities associated with improving the six performance areas of the Operations Block
and Tackle Action Plan appear to be appropriate and to be achieving or approaching the
desired results. Future DCISC Fact-finding reviews of this Plan should focus on one or at
most two performance areas of the Plan as dictated by station performance.

The above Action Plan has been completed for over a year, and Operations Department
performance has since been routinely monitored through established indicators of performance,
which will be discussed below, as well as through periodic observations of workers. Mr. Gouveia
noted with respect to component mispositionings in particular that individuals who have
experienced this problem have received additional instruction and feedback, and some workers
have been periodically observed for up to a month as part of this process. Reactivity management
issues have been historically related to equipment problems rather than to operator performance.
Likewise, component failures, rather than personnel errors have typically been the causes of recent
entries into Limiting Conditions of Operation. Mr. Gouviea further noted that aggressive efforts are
continuing with regard to the training and qualification of additional licensed and senior licensed
operators. He stated that the station benefits greatly from increasing the number of staff who
possess this level of operational knowledge, and the increase in licensed staff provides more
flexibility in ensuring that an adequate number of qualified personnel are available for shift
operations.

The Fact-finding Team examined a number of Performance Indicator charts and graphs that provide
a measure of Operations Performance, as follows:



Human Error Rate is determined monthly based on the number of department level events that
occur per 10,000 person-hours (i.e. about 5 person-years) worked. The rating for each month is a
rolling average of the most recent 12 months. Thus, one such event can affect a department’s rating
over a number of months, even up to a year. This Human Error Rate indicator for DCPP’s Operations
Group was rated as Red (unsatisfactory) for the rolling 12 month averages for each month of the
last quarter of 2013, and this was influenced by an operator unintentionally damaging a diesel fuel
oil line on Emergency Diesel Generator 1-3, which was considered to be a “station level event.” This
event also affected a similar rolling 3-month summation for Unplanned Entries into an Unplanned
Technical Specification Limiting Condition of Operation, which also was Red during the last quarter
of 2013.

Reactivity Management performance was rated as Green (Good) for Unit 1 in every month during
2013; and, with the exceptions of July and August, Unit 2’s performance in this area was also Green.
In July 2013, Unit 2 experienced a reactor trip due to a flashover during a hot washing of the 500kV
insulators. This hot washing was performed by PG&E transmission system personnel after having
performed a similar activity on Unit 1. These hot washing events have been carefully examined by
DCPP, and have also been reviewed by DCISC, most recently in the DCISC’s January 2014 Fact-
finding Visit (Reference 6.2). In August 2013, the primary reason for Unit 2 not having a Green rating
was that Unit 2 experienced a Rod Control Urgent Failure Alarm. This event was examined
intensively by the station, with considerable support from its vendor. The problem occurred during
a quarterly control rod operability test. An Urgent Failure Alarm for Bank A automatically actuated
when Control Rod Groups 1 and 2 in Bank A were slightly out of their expected positions. In this
situation, automatic movement of the control rods in Bank A was defeated; however, all Unit 2 rods
could have been tripped to shut down the reactor, if needed. The deficient components were
shipped to the vendor where they were tested for seven days. No further failures were
experienced, and the cause was attributed to an intermittent subcomponent failure.

The Fact-finding Team was provided with graphs of Refueling Outage “Department Level” Events
for the station as a whole, not just for the Operations Department. These events are reported and
tracked throughout outages, and the station has improved considerably in this area. During the
most recent 33 day outage, 1R18, DCPP experienced a total of four such events. Comparisons to the
prior two outages cannot be exact, because those outages were considerably longer. Nevertheless,
it can be reasonably concluded that performance during 1R18 in this area was considerably better
than both of the two prior refueling outages. During the first 33 days of the 50 day refueling outage
2R17 the station experienced nine such events (compared to the four mentioned above for 1R18),
and the 2R17 50 day total was 13 events. Similarly, during the first 33 days of the 52 day refueling
outage 1R17 the station experienced 20 such events and the total for that entire outage was 24
events.

The station also reports and tracks a variety of indicators that comprise an overall Operational
Focus Index. Although these indicators can be influenced by departments other than Operations,
the Operations Group is most impacted. The eleven indicators are: Control Room Deficiencies,
Operational Workarounds, Operator Burdens, Main Annunciators Defeated, Deficient Critical
Components Backlog, Steam Leakers, Prompt Operability Assessments, Control Room



Notifications, Corrective Critical Components Backlog, Deficient Critical Components Backlog,
Reactivity Management Leadership Team items, and Clearances with Tags Hanging for Greater than
90 Days . All eleven individual indicators and the overall composite indicator are reported and
graded on a weekly basis over the preceding three months with a grading system of Green (Good),
Yellow (Needs Improvement), and Red (Unsatisfactory). The Composite Indicator was rated Green
for every week except one (the week of 12/21/13) for the thirteen weeks prior to January 6, 2014. All
individual indicators except three were Green in all but a very few of the weeks during this same
period. The three indicators needing improvement were as follows (where a Green rating means
Good, Yellow means Needs Improvement, and Red is Unsatisfactory):

Operator Burdens (i.e. conditions that cause operators to do more work to accomplish an
activity) – Red during week of January 6 (seven Burdens reported; four to six would be a
Yellow Rating), Yellow during the preceding five weeks (zero to three would be Green)

Deficient Critical Components Backlog – Yellow each of the reported 13 weeks (varying
between 66 and 71, where 50 would be Green)

Operator Workarounds – Yellow for all of the reported 13 weeks except one (week of
December 23) which was Red, and where Green = 0, Yellow = 1, and Red > 2. (Workarounds
are similar to Operator Burdens, but are related to conditions that cause Operators to need to
do something additional if the plant were to be in an abnormal condition.)

Finally, the Fact-finding Team notes that this past year has been the first in at least four or five years
during which the Operations Department has not been engaged in a specific, significant Action Plan
that concentrates on an area or areas of Operations Department performance in need of
substantial improvement. The department appears to be in a mode where identified issues are
being approached and corrected as part of the normal course of business.

Conclusions:

The current focus of the Operations Department, and plant operations in general,
appears to be on addressing emerging problems tied to station performance during
the normal course of business rather than developing additional programs and
processes that have finite life spans. Human error rate appears to be an area of
continuing focus, and this is appropriate. Additional efforts also need to be devoted
to reducing operator burdens and workarounds as well the backlog of deficient
critical components, and it is recognized that this requires the involvement of
other station work groups besides Operations. Efforts devoted to minimizing
department level events during refueling operations have achieved commendable
results.

Recommendations:

None

3.2 Winter 2013–2014 Storm Response



The DCISC Fact-finding Team met with Dave Gouveia, Manager, Operations. The DCISC last
reviewed winter storm activity in May 2010 (Reference 6.3), when it concluded:

DCPP experienced a relatively mild 2009-2010 winter with respect to storms, swells and
kelp loading on its intake equipment. Evaluations, plans and implementation for a power
reduction of both units to 25% power were successfully accomplished for one series of
storms in mid-January. DCPP’s procedure and process for dealing with storms appear
effective.

Station Procedure OP O-28, “Intake Management,” provides direction with respect to mitigating
the effects of short-term debris loading on the intake traveling screens and condensers. The
procedure directs appropriate Operations, Maintenance and Security personnel to the intake to
evaluate whether systems and equipment are operating at maximum capacity. Engineering may be
directed to develop a plant ramp plan, and Learning Services may prepare for training for
Operations to practice ramping the units on the Plant Simulator.

The procedure defines and addresses high swell forecasting, high swell warning, and Operations
response to high swell warning. Prejob briefs would be conducted for the Control Room operators
as well as for the intake operators who would be expected to monitor intake conditions frequently.
Maintenance and Security personnel would be directed to the intake along with Operations
personnel to help ensure that systems and equipment (e.g. intake screens and wash pumps) are
able to be operated at maximum capacity. Engineering could become involved, as appropriate, in
developing a plant ramp plan and Learning Services could prepare training in which operators could
practice ramping the units on the plant simulator. The response, when appropriate, could include
operating the intake screens manually, controlling the screen speed appropriately, and manning the
intake with two operators.

Mr. Gouveia noted that the station needed to ramp down only once during the past winter, and this
was due to the impact of storm swells. This was during refueling outage 1R18 (February 2014), when
Unit 2 was ramped down to 28% power for about 18 hours (Unit 1 had already been shut down for
the refueling outage). The situation was uneventful beyond the controlled downpower ramp itself
and the subsequent return to power. Mr. Gouveia also provided the Fact-finding Team with
information regarding recent improvements that DCPP has made with regard to being able to
mitigate the consequences of storm swells as well as of intrusions of salp and jellyfish. These
improvements include:

Rebuilding, upgrading, or replacement of traveling screens for both units, as needed during
recent outages (this included strengthening the screens with an improved design)

Replacement of screen wash pumps and motors

Improvements in coordinating the efforts of various plant groups (including Operations,
Maintenance, and Engineering) that are directed at preparing for and responding to ocean
conditions that could result in clogging the intake screens.



Mr. Gouveia also mentioned DCPP’s installation of a “bubble curtain” that has been demonstrated
with varying degrees of success within the electric power industry to reduce the impact of masses
of fish, jellyfish, and/or salp and on cooling water intakes. Salps are small, gelatinous sea creatures
resembling small jellyfish. Their dwelling places include areas along the California coast, including
the area in the vicinity of DCPP. In April 2012 DCPP’s Unit 2 was forced to shut down for several days
due to a large salp intrusion (Unit 1 was shut down at the time for a normal refueling outage). The
“bubble curtain” that DCPP has installed since then is created by pumping air through a diffuser to
create a continuous, dense curtain of bubbles. Salp and jellyfish that approach the bubble curtain
are carried upward by the bubbles and then back out into the intake cove by the water that is
carried up by the bubbles, which prevents these creatures from reaching the intake. Since the
installation of the “bubble curtain” DCPP has not needed to shut down or reduce power as a result
of a salp intrusion, although this challenge has not been significant since the April 2012 shutdown of
Unit 2.

Conclusions:

DCPP’s winter 2013–2014 storm experience was moderate with respect to its
impact on intake equipment, resulting in a single rampdown of Unit 2 to 28%
power for about 18 hours. Substantial improvements have been made, such as to
traveling screens and screen wash pumps at the plant intake, particularly the
addition of a new “bubble curtain” system, which can be expected to improve the
reliability of the cooling water system and the electric generating plant.

Recommendations:

None

3.3 Nuclear Generation Progress Report for 2013 and Goals for 2014

The DCISC Fact-finding Team met with Jim Welsch, Station Director. The DCISC last reviewed
this topic in January 2012 (Reference 6.4) with respect to actual performance for 2011 and goals for
2012 as reflected in its Annual Operating Plans when it concluded:

DCPP’s performance has typically been improving with respect to its performance
measures since 2010, and the goals for 2012 in DCPP’s Nuclear Generation Operating Plan
are set for high levels of performance. Regulatory performance remains an important area
in which the station seeks further improvement, and station plans are directed
accordingly.

The DCISC annually examines DCPP’s operating performance compared to its annual performance
goals as established in DCPP’s Annual Operating Plan. This review typically occurs either during a
Fact-finding Visit or during a presentation by PG&E at a Public Meeting. During the recent (February
2014) DCISC Public Meeting, PG&E provided a summary of its programmatic focus and
accomplishments during 2013 as well as its plans for 2014. However, the annual, key performance
measures were not discussed. Rather this data was provided during this April 2014 Fact-finding
Visit, as follows:



Performance Goal Goal 2013 Actual 2013 Goal 2014

1. OSHA Recordable Rate ≤ 0.136 0.110 ≤ 0.136

2. Collective Radiation
Exposure (person-Rem)

≤ 35 32.806 ≤ 70 (two refueling
outages)

3. Equipment Reliability
Index

≥ 91 87.5 ≥ 93

4. Operational Focus Index ≤ 0.60 0.526 Not Included as a 2014
PI

5. NRC Performance
Indicators

All Green, No
Substantive Cross-
cutting

Mixed
Issues

All Green, No
Substantive Cross-
cutting Issues

6. Corrective Action Index ≥ 92 85 Not Included as a 2014
PI

7. Human Performance:
Station
Station Clock Reset Rate

≤.0040 0.0062 < 0.0047 (2 events in
2014)

8. Outage Duration ≤ 52 days 48.8 days ≤ 33 days each unit

9. Environmental Index ≥ 92 92.5 ≥ 92

The above information, for actual performance in 2013 and goals for 2014, was not available to the
DCISC Fact-finding Team until the conclusion of the two-day Fact-finding Visit. Therefore, there was
no opportunity to discuss this performance information in greater detail. Nevertheless, the DCISC
has been following the station’s statistical performance as a routine activity, and the tabulation
above reflects the continuation of a generally improving performance trend, especially with regard
to collective radiation exposure, outage management, and regulatory performance with regard to
avoiding NRC Substantive Cross Cutting Issues. At the same time, DCPP’s regulatory goals include
achieving Green ratings from the NRC in the areas of Human Performance, Problem Identification
and Resolution, and Safety Conscious Work Environment. The rating scale is Green, White, Yellow,
and Red where Green reflects strong performance and Red reflects the existence of a Substantive
Cross-cutting Issue. At the end of 2013 DCPP’s performance for Safety Conscious Work Environment
was Green, for Problem Identification and Resolution was White, and for Human Performance,
specifically Human Error Prevention, was Yellow.

Of special note, and not reflected in the above data and discussion, is station performance during
refueling outage 1R18 earlier in 2014, during which outage duration, industrial safety, and collective
radiation dose were very well managed.

Conclusions:

DCPP’s operational performance, measured by various statistical parameters,
during 2013, and into 2014, is representative of the continuation of a generally
improving trend since at least 2010. This trend is especially reflected in



improvements in outage management and collective radiation exposure and in
avoiding NRC Substantive Cross-cutting Issues. Areas that DCISC should consider for
future review during 2014 include Equipment Reliability, Human Performance, and
implementation of the Corrective Action Program.

Recommendations:

None

3.4 Component Cooling Water System

The DCISC Fact-finding Team met with Surendra Sabharwal, Component Cooling Water System
Engineer. The DCISC last reviewed the Component Cooling Water (CCW) System in July 2011
(Reference 6.5) when it concluded:

The CCW Systems in both Units 1 and 2 appear to be in good condition and have been in
healthy status for a number of years.

The CCW System is a closed-cycle safety-related cooling system that provides the following
functions, as delineated in the system’s Design Criteria Memorandum:

Removes heat from safety-related and non-safety related system components during normal
operation and transfers it to the Ultimate Heat Sink (UHS), i.e. the Pacific Ocean, via the
Auxiliary Salt Water System (ASW).

Provides for safe shutdown and cooldown of the reactor by removing heat from safety-
related and non-safety related system components after any accident leading to an
emergency shutdown, and transfers it to the UHS via the ASW System.

Provides a monitored, intermediate barrier between components handling radioactive
reactor coolant and the UHS or the atmosphere.

Many of the components and equipment served are either Engineered Safety Features (ESF) or
have the potential for leakage of radioactive fluid into the CCW System.

The CCW system is comprised of three CCW Pumps, two CCW Heat Exchangers, a CCW surge tank,
two chemical addition tanks, and connected valves and piping. Of the three parallel piping trains,
two are separable redundant loops (each with one redundant pump) serving the ESF equipment
and post-accident heat loads (i.e. vital loads). The third train serves non-vital equipment. CCW
Pump motors are powered by the 4160V vital buses which have emergency diesel generator
backup. The CCW System serves the following major safety-related heat loads:

Residual Heat Removal (RHR) System

Containment Fan Cooler Units (CFCUs)

Safety Injection Pump Coolers



Among the many nonsafety-related systems and components that are served by the CCW System
are the following important loads:

Reactor Coolant Pumps

Reactor Vessel Supports

Spent Fuel Pool Heat Exchanger

Excess Letdown Heat Exchanger

Seal Water System Heat Exchanger

Mr. Sabharwal reviewed the System Health Report. The health report is summarized below.

<

Component Cooling Water System Health Report

 Unit 1 Unit 2

System Color Indicator Green Green

Performance Indicator

Items in MR (a)(1) Status 0 0 (MRC = Maintenance Rule)

POAs 0 0 (Prompt Operability Assessments)

Critical Equipmt Event Clock Resets 0 0

Significant Adverse Trends 0 0

Operating & Design Margin

Components in Alert 0 0

Control Board Action Requests 0 0

Critical Component Failures 0 0

Corrective Maintenance Backlog 0 0

Non-Green Performance indicators 0 0

Operator Burdens/Workarounds 0 0

Plant Health Issues noted as threats 0 0

Common Issue to Both Units: The CCW surge tank low level alarm setpoint does not conform to
DCPP’s Design and Licensing Basis. Therefore, 4,000 gallons currently needs to be maintained in the
surge tank in order to achieve the Time Critical Operator Action (TCOA) to identify and isolate a 200
gallon per minute CCW leak within 20 minutes of the low level alarm. Also, surge tank level
indication needs to be monitored on the Plant Process Computer to achieve this TCOA. This issue
was identified as needing remediation in August 2013. A cost estimate is being developed for a
design change to raise the existing CCW surge tank low level alarm setpoint and also to add CCW
surge tank level indication to the Plant Process Computer.

The CCW System Health Reports for both units indicate that all of the CCW pumps in both units are
undergoing replacements of both the in-board and out-board mechanical seals with seals of



upgraded design. The seals for CCW pumps 1-2, 2-1, and 2-3 have already been replaced, and seal
replacements for the remaining three pumps will be conducted during upcoming refueling outages.
The replacements are to enhance performance rather than to address deficiencies.

Mr. Sarharwal also provided the Fact-finding Team with a number of documents in addition to the
system health reports. Several of these documents provided additional assessments of certain
aspects of CCW system health, as follows:

A March 2014 Chemistry Report on the prior three-month performance of various station
closed cooling water systems indicated that both CCW Systems had zero out-of-specification
conditions during that period.

A Quick-Hit Self-Assessment Report on Unit 2 CCW Heat Exchangers 2-1 and 2-2 indicated that
no action was required on either heat exchanger with respect to any of the 15 areas of
inspection. One suggestion was made to make use of digital photos where possible.

An extensive February 2014 report from PG&E’s Applied Technology Services Group
documented the results of their performance tests of Unit 1 CCW Heat Exchangers 1-1 and 1-2
in January 2014 just prior to the 1R18 Refueling Outage, where all data were collected at
normal operating conditions. The results were as follows: “The test data indicate that each
heat exchanger provides ample thermal capacity to handle the design basis heat load. The
analysis shows that heat exchangers 1-1 and 1-2 are operating at 119.4% and 117.6% of design,
respectively.” Flow of the Auxiliary Salt Water System was also examined to make this
assessment.

Mr. Subharwal provided additional information regarding station activities directed at maintaining
the good health, operability, and reliability of the Component Cooling Water Systems:

The CCW Heat Exchangers are tested one month before each refueling outage.

The water boxes of the CCW Heat Exchangers are examined and mechanically and chemically
cleaned every refueling outage.

Every three years, the NRC conducts a heat sink inspection of the Auxiliary Saltwater System
(which provides cooling water to the CCW System).

Prior to breaching the CCW System, plans are always made to avoid creating voids in the
system. The system has various high point vents to provide for detecting and addressing any
voids that might develop at these high points in the system.

Flow balancing is performed after every refueling outage. If the system is retouched, it must
then be rebalanced.

To meet the system’s design basis, two CCW pumps must be running at all times.

Conclusions:

The Component Cooling Water Systems of both Units are Healthy, have been so for
a number of years, and receive a significant amount of attention, as reflected in the



ongoing replacement of the mechanical seals for all of the CCW pumps. Also, a
design change to both units is in progress to raise the existing CCW surge tank low
level alarm setpoint and to add CCW surge tank level indication to the Plant Process
Computer in order to better assure achievement of a Time Critical Operator Action
(TCOA) to identify and isolate a 200 gallon per minute CCW leak within 20 minutes
after reaching the surge tank low level alarm.

Recommendations:

None

3.5 Flow Accelerated Corrosion Program

The DCISC Fact-finding Team met with Christopher Beard, System Engineer for the Flow
Accelerated Corrosion (FAC) Program. The DCISC last reviewed the station’s FAC program, in May
2010 (Reference 6.6) when it concluded:

DCPP’s Flow Accelerated Corrosion (FAC) Program appears forward-looking, healthy, and
effective. The FAC Program Owner appeared knowledgeable and proactive.

Flow accelerated corrosion (FAC) is a phenomenon in which the oxide layer normally present on
carbon steel piping materials dissolves into the water or steam/water flowstream and is accelerated
by impingement of high flow water or steam. This phenomenon exists for the life of the plant. The
dissolution gradually reduces the piping wall thickness. Left unchecked, the original piping can fail.
The objective of nuclear plant FAC Programs, which have benefited from considerable industry
study, is to provide a high degree of confidence against the leakage and/or rupture of FAC-
susceptible piping systems. The primary reason is personnel safety.

The main concern is piping corrosion in lower quality (i.e., wetter), high-flow steam systems, such
as Main Steam extraction piping, and high-flow water systems, such as Feedwater, caused by fluid
impingement on pipe wall material at changes in pipe direction. FAC is driven mainly by pH > 10.0
and exacerbated by temperature, turbulence, changes in piping direction, and proximity to surface
roughness of pipe welds. DCPP raised its secondary side pH from 8.2 to 9.2, which tends to lower
the FAC effect in feed water piping. The changes in direction are typically at elbows and tees where
the water/steam impinges on the pipe surface in making the turn. This can cause leaks and loss of
pressure boundary, which has the potential for personnel injury as well as plant forced outages.
This phenomenon does not affect the Reactor Coolant System and primary side safety systems
because of their stainless steel material which is highly resistant to FAC.

Nuclear power plants, including DCPP, have programs to monitor potentially affected piping for
FAC. DCPP’s program meets the Electric Power Research Institute (EPRI) “Recommendations for an
Effective Flow-Accelerated Corrosion Program,” and is governed by several plant procedures:
TS1.NEI1, “Flow Accelerated Corrosion Monitoring Program,” TS1. ID1, “Flow Accelerated Corrosion
Monitoring Program, Interfaces and Responsibilities,” and CF3.ID.9, “Design Change
Development.” The program includes identification of elbows, tees, and other components and



configurations, which are most susceptible to FAC because of the moisture, content and flow
velocity, the piping geometry, and the piping material. Normal carbon steel is substantially more
susceptible to FAC than carbon steel with some chromium (< 0.1% chromium) and chromium-
molybdenum alloys (1.25 – 2.25% chromium).

Operating experience suggests that the following susceptible locations/configurations be
considered in the sample selection process in addition to those proposed by the predictive analysis:

1. Piping downstream of orifices, flow or level control valves

2. Piping immediately downstream of FAC-resistant piping (i.e., > 0.1% Cr)

3. Pump, tank, heater discharge nozzles

4. Areas of direct fluid jet impingement

5. Areas of concentrated geometry changes

6. The last parallel line off a common header in 2-phase systems, because the majority of the
liquid phase will enter this train

7. Fabricated tees and laterals with possible inside diameter mismatch

8. Superheated extraction steam lines

9. Piping known to contain backing rings

10. Components downstream of replaced components (upstream if expander)

11. Components previously replaced with non-FAC-resistant material

12. Components whose replacement was deferred by the Outage Organization

13. Components downstream of a control valve with control problems

14. Components downstream of a control valve, which is being used differently than in the past

15. Small areas immediately adjacent to surface roughness from pipe welds

Areas of interest on the piping lines are marked with grids to guide inspectors in performing
repeatable ultrasonic testing to measure pipe wall thickness. These inspections are usually
performed during plant outages when the piping is not carrying fluid and is cooled to ambient
temperature. When pipe wall thickness falls below a pre-determined value or is projected to do so,
the piping is replaced or sometimes patched. Replacement materials are typically carbon steel with
higher chromium content.

During the recent Refueling Outage, 1R18, FAC inspections included 51 piping components and eight
Feedwater Heater shells using conventional Ultrasonic Testing thickness measurements. Observed
piping degradation was consistent with expected degradation of the areas of the systems that
were inspected. The outage report contains a detailed listing of the results of various examinations
and of accompanying plans to address areas of noted degradation. Examples are as follows:

Shell thinning was noted in a number of Feedwater Heaters (1-2A, 1-3B/C, 1-4A/B/C). Several



other heaters observed no significant shell thinning. Monitoring will continue.

Condensate System piping revealed little or no wear, which was consistent with the results of
previous examinations.

FAC wear was confirmed in some drains for Feedwater Heater 1. Plans are to replace affected
lines with piping made of higher resistant material.

The need was noted for replacement of condensate polisher piping between the polisher
outlet isolation valve and the resin trap due to natural water corrosion (rather than due to
FAC) starting in refueling outage 1R19. This is similar to what was previously noted on Unit 2.
This replacement will begin during Refueling Outage 1R19.

The most recent FAC Program Health Report, 1st Quarter of 2014, noted that the Program “as
implemented provides a high degree of confidence against unanticipated piping failure. This is
directly attributable to aggressive piping replacements over many years with FAC resistant
material.” The Program, which applies to both Units, was rated as Green, i.e. Healthy. The only
issues that were reported in the Health Report as needing improvement were the need for a
qualified Backup Program Owner and the fact that some enhancements to the governing program
procedure need to have the necessary reviews completed.

The NRC has reviewed the DCPP FAC Program with respect to its License Renewal Application and
had no additional questions.

Conclusions:

DCPP’s Flow Accelerated Corrosion (FAC) Program appears to be well structured
and effectively implemented. The Program is rated as Green (Healthy). The FAC
program owner has changed since the DCISC’s prior Fact-finding Visit, but
management of the program continues to be strong.

Recommendations:

None

3.6 Boric Acid Corrosion Control Program

The DCISC Fact-finding Team met with David Gonzalez, Inservice Inspection Supervisor, Chad
Sorensen, Boric Acid Corrosion Control Backup Program Manager, and Jim Love, Fluid Leak
Management Program Owner. The DCISC last reviewed this subject in August 2012 (Reference 6.7)
when it concluded the following:

DCPP’s Boric Acid Corrosion Control (BACC) Program appeared satisfactory in identifying,
documenting, and repairing components leaking boric acid. The trend has been steady
varying slightly above or below the goal.

DCPP, like other nuclear power plants, uses boric acid in the Reactor Coolant System for long-term,
slow reactivity control along with the fast-acting control rods. Boron absorbs neutrons, and as the



reactivity in the nuclear fuel drops due to burn up, the concentration of boron in the coolant is
reduced. The DCPP BACC is controlled by Procedure ER1.ID2, “Boric Acid Corrosion Control
Program.” It is used in conjunction with the following procedures:

AD4.ID2, “Plant Leakage Evaluation”

AD7.ID11, “Fluid Leak Management Program”

STP R-8A, “Reactor Coolant System Leakage Test”

STP R-8C, “Containment Walkdown for Evidence of Boric Acid Leakage”

ISI X-CRDM, “Reactor Vessel Top and Bottom Head Visual Inspection”

NDE VT-2-1, “ Visual Examination During Section XI System Pressure Test”

The DCPP In-Service Inspection (ISI) Group is responsible overall for the BACC Program. Both the
Program Owner and his backup have great experience in and knowledge of this Program. Their
responsibilities include ensuring that the following aspects of the Program are fulfilled:

As the BACCP Owner, providing the “single point accountability” for the success of the
program

Identifying and reporting boric acid leaks in general

Performing Containment walkdowns to identify and report boric acid leakage

Monitoring leaks until corrective action is implemented

Documenting as-found condition of all components affected by boric acid leaks

Screening for the need to perform corrosion evaluation for identified leaks

The procedure provides instruction for documenting and evaluating boric acid leaks and any
material damage. When leaks do develop they can be visually identified by the boric acid crystals
coating the leak area. Leaks are classified as either Active or Inactive Boric Acid Leaks, depending on
their characteristics. All leaks are included on the DCPP Boric Acid Leaker List. The procedure calls
for a Boric Acid Review Team (BART), which is made up of representatives from many station
functions, to review new boric acid leaks and indications in order to resolve those that can’t be
easily corrected. Minor leaks may be corrected by tightening or re-torquing fasteners, adjusting
valve packing, or repacking leaking valves. Long-term corrective actions include upgrading valve
packing materials and loading configurations, gasket replacement, protective coatings and cladding
to impede boric acid attack, material changes to replace low carbon steel with corrosion-resistant
materials, or design modifications.

The overall Program Health of this program is rated White, i.e. Needs Improvement. This rating is
driven by the number of boric acid leaks in both units, which are reported and trended in DCPP’s
Plant Performance Improvement Report (PPIR). The most recent PPIR (March 2014) available to the
Fact-finding Team indicated a higher than desired number of Boric Acid Leaks as follows:



Active LK3 Total Low Level

Actual Goal Actual Goal Unsat Actual Goal Unsat

Unit 1 6 0 49 ≤ 50 > 60 208 ≤ 200 > 300

Unit 2 6 0 47 ≤ 50 > 60 319 ≤ 200 > 300

Notes on above data:

“Active” leaks are the most significant and exhibit visual evidence of wetness. Each Unit had 2
Active Leaks inside its Containment Building, as part of the total Active leaks tabulated above.

“LK3s” are discolored, which requires a corrosion evaluation. The LK3s are included with
other less significant leads in the “Total Low Level Leaks” tabulated above.

The reason for the difference in Total Leaks between Units 1 and 2 is that about 100 leaks
were repaired in Unit 1 during the recent Refueling Outage 1R18 (February/March 2014). Also,
the Boric Acid Corrosion Control Program Health Report noted that after Refueling Outage
2R17 (February/March, 2013), the station “revitalized” its Maintenance Fluid Leak
Management Program, which has contributed to a reduction in total leaks.

A review of the station’s performance over the past five years with respect to repairing boric acid
leaks revealed that the total number of leakers per unit was often in the range of 300 to 350 leakers
per unit, with a unit’s total occasionally exceeding 400, and rarely dropping to 250 or below.
Therefore, the reduction in Unit 1’s total leakers to near 200 during Refueling Outage 1R18
represents a significant decrease in the number of leakers compared to past performance.

The station continues to be actively participating in the industry with respect to the
implementation of this program. Membership in the STARS organization (a group of Western
nuclear plants that share resources and collaborate regarding methods to achieve safe and reliable
nuclear plant operation) facilitates the sharing of information not only with respect to this program
but also with respect to other station programs.

Conclusions:

The Boric Acid Corrosion Control Program Owner and his Backup are experienced
in and knowledgeable of the program. The Program’s current rating of White, i.e.
Needs Improvement, is driven by the number of identified boric acid leaks in need
of repair. Progress was made in this regard, during the most recent refueling
outage, 1R18, especially when compared to historical trends, but more effort is
needed and is planned. The station’s participation in the STARS organization is
beneficial with respect to this program as well as to other DCPP programs.

Recommendations:

None

3.7 Flashover Events



The DCISC Fact-finding Team met with Jeff Summy, Senior Director of Engineering and
Projects; Chloe Fink, Nuclear Projects Engineer; and Dave Sparks, Electrical Systems Engineer. The
DCISC last reviewed this topic during its January 2014 Fact-finding Meeting (Reference 6.8) as part
of an overview of station unplanned reactor trips during the period 2011 through 2013, two of which
were flashover events on Unit 2, when it concluded:

Unit 1 has had an excellent record of avoiding unplanned reactor trips, with its most
recent unplanned automatic trip having occurred on June 3, 2002. All three automatic
reactor trips of Unit 2 that have been experienced between January 1, 2011 and December
31, 2013 were avoidable. In all three cases the causal analyses and corrective actions to
prevent recurrence appeared reasonable.

Electric flashovers are electric discharges (arcs) from an energized component to ground or to
another object that is normally insulated from the component that is the source of the arc. This
flashover results from deterioration in the insulated path between the source of the arc and the
object that is on the receiving end of the arc. In the case of DCPP the source of the arc was a 500kV
system. The first of the flashover events occurred in October 2012, during a light rain, when visible
arcing was noted on the Unit 2 A and B Phase Main Bank Transformer (MBT) Coupling Capacitive
Voltage Transformers (CCVTs). Soon afterward, the A phase MBT CCVT flashed over to ground,
causing a single-line-to-ground fault, which in turn caused the 500kV tie-line differential relay to
actuate, resulting in a Unit 2 Turbine Trip and Reactor Trip. The root cause of this trip was
eventually determined to be that the insulator’s minimum creepage distance (i.e. the distance
between two conductive parts) was too small and not consistent with industry codes and standards
for the contaminant levels in its operating environment.

The somewhat similar Unit 2 reactor trip occurred in July 2013 during a periodic hot washing of the
500 kV insulators for Unit 2, after having performed the hot wash for Unit 1. These hot washings
have been conducted about every six weeks since about 1996. Their purpose is to remove
contaminants. The root cause of this event was determined to be inadequate controls for oversight
of supplemental PG&E transmission line personnel and for on-line risk analysis that resulted in a
conductive overspray, which induced an external arc around the lightning arrester insulation
resulting in a flashover.

During the period after the second flashover event, which occurred in July 2013, DCPP developed
organization measures aimed at minimizing the likelihood of events that might result from high and
very high-risk work activities. These measures, summarized below, appear to be reasonable, and
the following are some of the key elements that were put in place to help ensure organizationally
that such high-risk activities could be performed without negatively impacting the plant or
personnel safety. Some of the key measures are as follows:

Convening a Risk Readiness Review Board (RRB) with all key stakeholders to scrutinize the
actual work documents that will govern the work

Notifying the Station Director, Site Vice President, and the Chief Nuclear Officer of the results
of the RRB’s review prior to conducting the planned work



(The convening of these RRBs was intended to be performed until site management has
confidence that affected station personnel fully understood the risk implications of high and
very high work activities.)

Increasing observation time in the field by the leadership team.

Also, to specifically address the potential of loss of offsite power events, the intended preventive
measures include strengthening DCPP’s configuration control agreements with PG&E’s
Transmission organization to ensure, prior to work in the field, that PG&E system work activities
affecting DCPP offsite power sources are carefully controlled and also monitored by DCPP
personnel.

Nevertheless, at 11:30 A.M. on February 2, 2014, after about an hour and a half of light rain, the Unit
2 Main Bank Transformer “B” Phase Lightning Arrester failed, causing a single-line-to-ground fault
and the subsequent operation of the 500kV tie-line differential relay. The actuation of the
differential relay opened the Unit 2 generator output breakers, which then actuated a turbine trip.
This resulted in a Unit 2 reactor trip from 100% power. No work was being performed on the line or
on any components connected to the line. There was no actual overvoltage condition. All plant
equipment responded as designed, and there were no injuries.

However, this third event prompted an extensive Root Cause Evaluation of the event in order to
identify potential causes of the event and to determine the most likely cause(s). The Root Cause
Team included station managers from Electrical Maintenance, Nuclear Projects, Instrumentation
and Controls, and Regulatory Services, plus other station personnel from Electrical Systems,
Operations and Learning Services, and a Cause Analyst. Also on the Team were PG&E personnel not
part of the DCPP staff: a Senior Substation Specialist, a Principal Substation Engineer, and two
Senior Consulting Engineers from PG&E’s Applied Technical Services Group. The Team’s senior
management sponsor was DCPP’s Senior Director, Engineering and Technical Services. In addition,
three independent technical consulting experts were involved to review the Team’s investigation
and to provide their individual conclusions and recommendations. Beyond this, an additional
independent consulting firm was employed to examine PG&E’s Root Cause Evaluation as well as
each of the three independent analyses developed by the three independent consultants.

Lightning arresters from Units 1 and 2 A, B, and C phases were examined at a laboratory to help
determine potential causes. Some errors were found in the assembly process for Unit 2 B&C phases
and for Unit 1 C phase. Some arresters showed evidence of rust/corrosion. However, for Unit 2 B
phase, it was inconclusive whether the rust was introduced before or after the failure. Moreover,
the other phases were subjected to and passed the manufacturer’s leak test during this forensic
examination. This led to the conclusion that the only viable source of oxidation was ozone, which is
a product of partial discharge in the lightning arrester during operation.

The various potential causes that were determined were then grouped into two broad categories
of: Potential External Failure and Potential Internal Failure, and they are listed below:

Potential Causes of External Failure: Lightning Strike, Inadequate Strike Distance, Design Flaw, Main



Bank Transformer Failure, Ineffective Grounding, External Contamination Induced External Failure

Potential Causes of Internal Failure: Lightning Strike, Main Bank Transformer Failure, Material
Defect, Cumulative Overvoltage from Previous Events, Manufacturing Error/Defect, External
Contamination Induced Internal Failure

The two potential causes that were determined to have the highest likelihoods as the actual cause
were External Contamination Induced External Failure, or External Contamination Induced Internal
Failure.

The result of these analyses and independent reviews was a determination that the probable cause
was an internal failure of one section of the lightning arrestor that resulted in full internal arc
through, and subsequent grounding of the “B” phase main generator output resulting in the Unit 2
trip. Even with the extensive forensics and tests performed, the actual cause could not be positively
identified because evidence was destroyed by the event itself. More specifically, the most likely
potential causes were as follows:

Asymmetric deposition of “extra heavy” levels of contaminants on the surface of the
lightning arrester resulting in uneven voltage gradients across the lightning arrester causing a
current path internally which led to a full internal arc through.

Heavy contamination exceeded the external capacity to withstand an arc, causing an external
failure which subsequently initiated an internal failure.

Assembly errors resulting in internal contamination initiating an internal failure.

As a Contributing Cause, it was noted that industry standards established by the Institute of
Electrical and Electronics Engineers (IEEE) for design and testing of lightning arresters are silent
with respect to non-uniform contamination levels, rate of contamination build-up exceeding
polymer absorption capacity, and the acceptability of external to internal voltage gradient margins.

Also, during this event review it was noted that the Original Equipment Manufacturer of these
devices has over 2,000 of them installed worldwide and has never received a report of a failure
similar to what was experienced at DCPP.

As an interim corrective action, the three Unit 2 lightning arresters have been replaced with those
of a different design that is more reliable in an environment of extra heavy contamination. The
characteristics of these new arresters also reduce their susceptibility to changes in the external
electric field. In addition, until more robust lightning arresters can be designed, procured, and
installed, the current replacements will be cleaned nominally every three months, and this
frequency can be adjusted based on meteorological and contamination monitoring data. Also,
external leakage current monitors will be designed, procured, and installed for the lightning
arresters.

Ultimately, new lightning arresters need to be designed and installed that are capable of
functioning during an entire operating cycle without having to shut down for cleaning. This will



involve creating procurement requirements, making inspections at the manufacturer’s facilities,
and testing of the arresters. In this vein PG&E plans to formally request the manufacturer to
encourage the IEEE to revise their standard for lightning arresters to address non-uniform
contamination levels, the rate of contamination buildup, and acceptable external to internal voltage
gradient margins. Follow-up activities will then involve revising the contamination monitoring
program accordingly and establishing an appropriate preventive maintenance program.

During their Fact-finding presentation to the DCISC Fact-finding Team, the DCPP representatives
provided an overhead photo looking down on the DCPP facility. The photo was marked to indicate
the offshore wind patterns to which the Unit 1 and the Unit 2 lightning arrestors would normally be
subjected. The Unit 1 lightning arresters are located on the east side of the northeast corner of the
Turbine Building and directly north of the Unit 1 Containment. The Unit 2 lightning arresters are
located in a more contained area bordered on west side by the south end of the Turbine Building,
on the north side by the Unit 2 Containment Structure, and on the south side by the Administration
Building. In this regard DCPP’s Root Cause Evaluation (RCE) notes the following: “Due to the
positioning of the diesel generator exhaust stack and wind tunnel effects caused by the Turbine
and Administration Building, external contamination is more likely to be concentrated when
deposited on insulators in the Unit 2 transformer yard. External voltage differences could induce an
external failure eventually leading to an internal failure of the lightning arrester.” The RCE also
notes that the California coast in DCPP’s area experiences cyclical periods of wetting and drying,
due to morning fog followed by afternoon drying, and the short intervals between these wet/dry
cycles causes contamination to be deposited on the lightning arresters without any cleansing
properties. In addition, the lack of periodic rainfall facilitates the increase of external
contamination. The DCISC Fact-finding Team also notes that the prevailing wind pattern shown on
the above mentioned photo indicates that the wind flowing toward the Unit 2 lightning arresters
tends to flow above the station Outfall where the warmed, frothing turbine cooling water returns
to the Pacific. Accordingly, the moisture that is gathered by the air flow moving toward the south
end of Unit 2 may be considerably greater than the airstream moving across the north end of Unit 1.
If such is the case, this also may be one of the factors that have resulted in Unit 2 having a
preponderance of the unit trips.

Conclusions:

DCPP’s Root Cause Evaluation of Unit 2’s trip from 100 percent power following a
failure on the 500kV Main Bank Transformer B phase lightning arrester is
extensive. Although damage to the affected equipment prevented an absolutely
definitive determination of the root cause(s), the conclusions and corrective
actions appear to be reasonable. Since 2,000 of these lightning arresters were cited
by the manufacturer to be in use throughout the world with no other known
failures, it might be worthwhile to learn from the manufacturer how many, if any,
experience environmental conditions similar to those at DCPP. Also, it may be
worthwhile to examine the moisture content of the atmospheres to which the Unit
1 and Unit 2 lightning arresters are being exposed.



Recommendations:

None

3.8 Meeting with NRC Senior Resident Inspector

The DCISC Fact-finding Team met with Mr. Thomas Hipschman, DCPP’s NRC Senior Resident
Inspector. DCISC last met with an NRC Resident Inspector in March 2014 (Reference 6.9), when the
Fact-finding Team met with Mr. John Reynoso, DCPP’s new Resident Inspector.

Dr. Lam expressed his appreciation for Mr. Hipschman’s willingness to speak at a DCPP Public
Meeting, and Mr. Hipschman noted that it also gave him the opportunity to observe DCISC
activities.

Mr. Hipschman noted that, on the evening of December 18, 2013, the NRC held its Annual Public
Meeting in San Luis Obispo in which it reviewed the station’s performance for 2012. The meeting
had been deferred from earlier in the year, and therefore some discussion also took place on 2013
activities. Senior personnel from DCPP, including the Chief Nuclear Officer, had also been in
attendance and were given the opportunity to speak. Also, the public was provided the opportunity
to ask questions. During this formal meeting, the NRC answered all questions related to station
performance, but deferred to PG&E for responses to other categories of questions or comments
from the public, as appropriate. After the formal meeting was over, there was a time for informal
conversation between the public and the NRC. During this time PG&E personnel were not required
to stay. However, they chose to do so and took the opportunity to interact more with the members
of the public who stayed.

The next Public Meeting is scheduled for May 22, 2014, and DCPP’s performance during 2013 will be
discussed. This is actually a meeting between the NRC and the utility, which the Public can observe
and then ask questions of the NRC. Mr. Hispshman noted that, since DCPP is in the highest
performance category, which dictates routine base-line inspections, the NRC is not required to hold
this Meeting. However, the current plan is to have the Meeting. Dr. Lam noted that, since a DCISC
Fact-finding Team will be on site on May 21 and 22, it is likely that someone from the DCISC will
attend. (Subsequent to this Fact-finding Meeting, DCISC Member Dr. Per Peterson attended the
NRC meeting, which he will discuss during the presentation of DCISC’s May 21–22, 2014 Fact-finding
Report at DCISC’s June 11–12, 2014 Public Meeting.)

Conclusions:

DCISC meetings with the NRC Resident or Senior Resident Inspector continue to be
beneficial with regard to sharing information and to understanding issues
important to the NRC and DCPP.

Recommendations:

None

3.9 Meeting Between Peter Lam, DCISC Vice Chairman, and Ed Halpin, PG&E’s Chief Nuclear



Officer

Dr. Peter Lam, DCISC Vice Chairman, met with Mr. Ed Halpin, PG&E’s Chief Nuclear Officer.
Discussion involved items related to this Fact-finding Trip and other topics of mutual interest.

3.10 Reactor Coolant Pump 1-3 Seal Leakage

The DCISC Fact-finding Team met with Michael Wright, Manager of Mechanical Systems
Engineering. The DCISC last reviewed the issue of seal leakage from DCPP’s Reactor Coolant Pumps
during DCISC’s April 2013 and September 2013 Fact-finding Visits (References 6.10 and 6.11
respectively). At those times, DCISC examined the station’s response to a problem being
experienced by the shaft seals of Unit 2’s four RCPs while taking Unit 2 off-line in February 2013 for
Refueling Outage 2R17. The problem, which affected all four Unit 2 RCPs at that time, was
determined to be the transport of foreign material from the Reactor Coolant Drain Tank and the
Seal Injection System to all four Unit 2 RCP seals. DCPP responded to its evaluation of the problem
by replacing seal parts as needed and by revising appropriate procedures and conducting operator
training to better ensure the prevention of foreign material intrusion into RCP seals. The DCISC
Fact-finding Team concluded at those times:

Reference 6.10: April 9-10, 2013 Fact-finding Visit

DCPP responded properly to the failure of the seals in its Unit 2 Reactor Coolant Pumps
in Outage 2R17 by replacing most seal parts and initiating a Root Cause Evaluation. The
evaluation appeared comprehensive, correctly identified the root and contributing
causes, and specified appropriate corrective actions to prevent recurrence. The DCISC
should follow up on DCPP’s corrective actions and effectiveness review.

Reference 6.11: September 10–11, 2013 Fact-finding Visit

DCPP has performed a Root Cause Evaluation of the Unit 2 Reactor Coolant Pump seal
failure, and the DCISC should review it when it has been completed.

The seal leakage that developed in the most recent situation is separate and distinct from the
above seal leakage experiences referenced above. The problem in this most recent case was
experienced while returning Unit 1 to operation after Refueling Outage 1R18. Only one of the four
Unit 1 Reactor Coolant Pumps was affected, and the problem was not due to foreign material
entering the pump seal. The mechanical seal in question is the Number 1 seal of three seals for Unit
1’s Reactor Coolant Pump 3 (RCP 1-3). The Number 1 seal is a “film riding” seal whereas the Number
2 and 3 seals are “face rubbing” seals. The Number 1 seal allows a small amount of reactor coolant
to flow from the Reactor Coolant System across the seal from which the coolant is piped to the
Volume Control Tank (VCT), thereby lubricating the shaft seal and minimizing friction. This particular
seal package had been replaced during Refueling Outage 1R16 in October 2010, and had not
experienced problems requiring plant action since then. This most recent leakage problem
developed when Unit 1 was in the process of returning to operation following Refueling Outage
1R18 in March 2014.



When RCP 1-3 was started on March 7, 2014, with Unit 1 still in Mode 5 (Cold Shutdown condition),
the seal return flow to the VCT was within allowable operational limits and remained as such until
the next day. Then, on March 8, when the plant was still in Mode 5, the seal experienced a higher
than expected return flow (3.5 gallon per minute)(gpm) during a VCT venting activity. However, the
return flow returned to the normal band in late morning, with no other coincident activities being
performed. Later that day and thereafter RCP 1-3 experienced higher than expected seal return
flow compared to the seal return flows of the other three Unit 1 RCPs. (3.5 – 4gpm for RCP 1-3
compared to 2.2 – 2.7 gpm for the other three RCPs). Also, the variation in RCP 1-3’s return flow
seemed to be linked to the pressure in the Volume Control Tank. Seal leak off greater than 5.0
gallons per minute activates an alarm and would reflect a need to shut down if the plant were
operating and if the problem did not clear.

Following startup from 1R18, vibration readings on RCP 1-3 were acceptable. Nevertheless, the
station continued to monitor RCP 1-3 leak-off closely. It continued to experience higher than
expected seal leak-off flow return rates, yet they were below the level requiring a plant shutdown.
However, on March 16 the leak-off rate alarm (5.0 gpm) activated a number of times and the leak-
off flow then increased to over 6 gpm. The vendor-recommended maximum Number 1 Seal Return
Flow for continuous operation, which is reflected in station Operating Procedure OP AP-25, “Rapid
Load Reduction,” is 6 gpm. (A Seal Return Flow of 7 gpm would have dictated a Reactor Trip.) Thus,
the station performed a controlled shutdown of Unit 1, and remained in forced outage 1X19 from
8:20pm on March 16, 2014 until 3:30am on March 27, 2014.

Troubleshooting for the cause of the problem focused on the following possibilities:

Foreign material on the seal face or in the channel seal area

Aging of the O-rings or the channel seal

Mechanical damage due to:

Seal rub during start of the Reactor Coolant Pump

Seal damage during cocked seal/mechanical agitation

Seal damage due to motor rotor/stator swap

Seal damage due to alignment issues

The station also sought and examined operating experience that was available in the industry
regarding other stations that might have experienced a similar problem. From the above
framework, an Action Plan was constructed, with actions assigned to over a dozen individuals or
work groups. Milestones were also developed for the process.

On March 19, disassembly of the three seals for RCP 1-3 found that the #1 seal shaft-to-runner O-
ring had a 3 inch radial length piece missing. This O-ring provides part of the pressure boundary
between the Reactor Coolant System and the #1 seal leakoff. Further troubleshooting to determine
the cause of the damage to this O-ring revealed that the pump shaft and rotor shaft of RCP 1-3



were substantially misaligned in both the concentric and angular directions. The measured
misalignment in the concentric direction was 90 thousandths of an inch (0.090 inch), compared to
the acceptance criterion of 2 thousandths of an inch (0.002 inch). The measured misalignment in
the angular dimension was 12 thousandths of an inch (0.012 inch), compared to the acceptance
criterion of 1 thousandth of an inch (0.001 inch). Both DCPP and the vendor concluded that these
misalignments together were the probable cause of the O-ring damage and the leakage.

Air gap measurements were then taken of the motor and were found to be satisfactory, which
implied that the stator and rotor were not the likely cause of the misalignment. Further
troubleshooting of the misalignment and examination of potential causes led to the following
possible causes of the misalignment:

The pump shaft shifted slightly in angularity from the motor shaft during 1R18 prior to motor
alignment with the pump.

The process of connecting and aligning the motor shaft with the pump shaft during outage
1R18 caused misalignment between the pump and motor shaft.

Because of the damage to the seal, it was not possible to conclusively determine the true root
cause of this misalignment. However, PG&E, in conjunction with representatives from DCPP’s
Nuclear Steam Supply System vendor (Westinghouse) and other external contractors, concluded
that the misalignment must have occurred during the process of aligning the motor and pump
shafts during the outage.

The pump and motor of RCP 1-3 were then properly aligned, and the pump was tested and returned
to service. Unit 1 exited the outage on March 27, 2014.

DCPP’s Quality Verification (QV) Department reviewed the orders associated with the alignment of
the RCP pump and motor shafts. QV also reviewed the findings of the Event Investigation (EI) team
as it moved through the process to determine the cause of the leakage. The results of QV’s reviews
included the following:

“It was noted during this review that during the initial alignment a shim pack was installed to
reach the required as left Angular and Concentric Acceptance Criteria.” (i.e. between the
motor and pump shafts)

“QV reviewed the alignment performed during 1R17 and found that no shim pack was
required. While the procedure did allow the craft to install the shim pack if the initial
alignment was not correct, the procedure did not require notification of supervision to review
this discrepancy.”

“The #1 Seal was found to have a section of the seal O-ring damaged that was consistent with
the misalignment of the pump shaft.”

“The EI Team with the assistance of outside experts determined that the original cause of the
misalignment was indeterminate but must have occurred during the alignment process at the
conclusion of 1R18. This conclusion was agreed to by all members.”



“Alignment procedure MP M-7.42 was used properly by the craft to perform the alignment.
The as-left Angular and Concentric readings were in accordance with the requirements of the
procedure. However, the procedure did not provide sufficient information to ensure that a
discrepancy such as adding a shim pack would be reviewed by plant supervision. In addition,
the procedure did not identify critical aspects of the alignment that could have prevented a
misalignment issue.”

“The EI manager and team did an excellent job assembling the required information and team
members to evaluate the as found conditions. Their conclusions were well founded and well
presented to the SLT.” (i.e. Senior Leadership Team)

“A review of the RCP alignment procedure is needed to enhance the procedure, identify
critical steps, and allow for supervision to review any discrepant indications.”

“Review the decision to perform an alignment vs. a Slow Roll at the end of the outage when
no seal package work was performed.”

“Control of supplemental personnel needs to be strengthened.”

Conclusion:

Conclusions: Operational actions taken by DCPP in response to a deteriorating seal
on Reactor Coolant Pump 1-3, which included careful monitoring of seal
performance during both plant start-up and early operation after refueling outage
1R18 and the decision to shut down the Unit prior to reaching the seal’s leakage
limit specified by station procedure, appear to have been appropriate for ensuring
safe plant operation. In the process of diagnosing the cause of the problem and
returning Unit 1 to power operation, the station’s analytical and remedial actions,
including the use of vendor expertise and input as well as the experiences of other
plants in the industry, also appear to have been appropriate and effective. DCPP’s
Quality Verification Group performed an insightful assessment of the key aspects of
this event. The resulting twelve-day forced outage appears to have been an
avoidable event. The identified root cause of the seal leakage appears reasonable,
as do the station’s intended follow-up steps to prevent recurrence.

Recommendations:

None

4.0 Conclusions

4.1

The current focus of the Operations Department, and plant operations in general,
appears to be on addressing emerging problems tied to station performance during
the normal course of business rather than developing additional programs and
processes that have finite life spans. Human error rate appears to be an area of
continuing focus, and this is appropriate. Additional efforts also need to be devoted



to reducing operator burdens and workarounds as well the backlog of deficient
critical components, and it is recognized that this requires the involvement of
other station work groups besides Operations. Efforts devoted to minimizing
department level events during refueling operations have achieved commendable
results.

4.2

DCPP’s winter 2013–2014 storm experience was moderate with respect to its
impact on intake equipment, resulting in a single rampdown of Unit 2 to 28%
power for about 18 hours. Substantial improvements have been made, such as to
traveling screens and screen wash pumps at the plant intake, particularly the
addition of a new “bubble curtain” system, which can be expected to improve the
reliability of the cooling water system and the electric generating plant.

4.3

DCPP’s operational performance, measured by various statistical parameters,
during 2013, and into 2014, is representative of the continuation of a generally
improving trend since at least 2010. This trend is especially reflected in
improvements in outage management and collective radiation exposure and in
avoiding NRC Substantive Cross-cutting Issues. Areas that DCISC should consider for
future review during 2014 include Equipment Reliability, Human Performance, and
implementation of the Corrective Action Program.

4.4

The Component Cooling Water Systems of both Units are Healthy, have been so for
a number of years, and receive a significant amount of attention, as reflected in the
ongoing replacement of the mechanical seals for all of the CCW pumps. Also, a
design change to both units is in progress to raise the existing CCW surge tank low
level alarm setpoint and to add CCW surge tank level indication to the Plant Process
Computer in order to better assure achievement of a Time Critical Operator Action
(TCOA) to identify and isolate a 200 gallon per minute CCW leak within 20 minutes
after reaching the surge tank low level alarm.

4.5

DCPP’s Flow Accelerated Corrosion (FAC) Program appears to be well structured
and effectively implemented. The Program is rated as Green (Healthy). The FAC
program owner has changed since the DCISC’s prior Fact-finding Visit, but
management of the program continues to be strong.

4.6

The Boric Acid Corrosion Control Program Owner and his Backup are experienced
in and knowledgeable of the program. The Program’s current rating of White, i.e.
Needs Improvement, is driven by the number of identified boric acid leaks in need



of repair. Progress was made in this regard, during the most recent refueling
outage, 1R18, especially when compared to historical trends, but more effort is
needed and is planned. The station’s participation in the STARS organization is
beneficial with respect to this program as well as to other DCPP programs.

4.7

DCPP’s Root Cause Evaluation of Unit 2’s trip from 100 percent power following a
failure on the 500kV Main Bank Transformer B phase lightning arrester is
extensive. Although damage to the affected equipment prevented an absolutely
definitive determination of the root cause(s), the conclusions and corrective
actions appear to be reasonable. Since 2,000 of these lightning arresters were cited
by the manufacturer to be in use throughout the world with no other known
failures, it might be worthwhile to learn from the manufacturer how many, if any,
experience environmental conditions similar to those at DCPP. Also, it may be
worthwhile to examine the moisture content of the atmospheres to which the Unit
1 and Unit 2 lightning arresters are being exposed.

4.8

DCISC meetings with the NRC Resident or Senior Resident Inspector continue to be
beneficial with regard to sharing information and to understanding issues
important to the NRC and DCPP.

4.9

Operational actions taken by DCPP in response to a deteriorating seal on Reactor
Coolant Pump 1-3, which included careful monitoring of seal performance during
both plant start-up and early operation after refueling outage 1R18 and the
decision to shut down the Unit prior to reaching the seal’s leakage limit specified
by station procedure, appear to have been appropriate for ensuring safe plant
operation. In the process of diagnosing the cause of the problem and returning Unit
1 to power operation, the station’s analytical and remedial actions, including the
use of vendor expertise and input as well as the experiences of other plants in the
industry, also appear to have been appropriate and effective. DCPP’s Quality
Verification Group performed an insightful assessment of the key aspects of this
event. The resulting twelve-day forced outage appears to have been an avoidable
event. The identified root cause of the seal leakage appears reasonable, as do the
station’s intended follow-up steps to prevent recurrence.

5.0 Recommendations:

None
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1.0 Summary

The results of the May 21–22, 2014 fact-finding trip to the Diablo Canyon Power Plant in Avila Beach, CA are
presented. The subjects addressed and summarized in Section 3 are as follows:

1. Observe Evaluated Hostile Action Based Emergency Exercise

2. Design Quality Effectiveness Review

3. Safety Culture (DCPP Knowledge Transfer Program)

4. Outage 1R18 Performance Results

5. Cooling Tower Study

6. Strategic Performance Improvement Plan (INPO)

7. Auxiliary Building Ventilation System

8. DCISC Member Meeting with DCPP Site Vice-President Barry Allen

2.0 Introduction

This fact-finding trip to the DCPP was made to evaluate specific safety matters for the DCISC. The objective
of the evaluation was to determine if PG&E’s performance is appropriate and whether any areas revealed
observations which are important enough to warrant further review, follow-up, or presentation at a Public
Meeting. These safety matters include follow-up and/or continuing review efforts by the Committee, as well as
those identified as a result of reviews of various safety-related documents.

Section 4 – Conclusions highlights the conclusions of the Fact-finding Team based on items reported in Section 3 –
Discussion. These highlights also include the team’s suggested follow-up items for the DCISC, such as scheduling
future Fact-finding meetings on the topic, presentations at future public meetings, and requests for future
updates or information from DCPP on specific areas of interest, etc.

Section 5 – Recommendations lists specific recommendations to PG&E proposed by the Fact-finding Team. These
recommendations will be considered by the DCISC. After review and approval by the DCISC, the Fact-finding
Report, including its recommendations, is provided to PG&E. The Fact-finding Report will also appear in the
DCISC Annual Report.

3.0 Discussion

3.1 Observe Hostile Action Based Exercise

(Note: Portions of this exercise were classified as Security-Related. Here they are discussed only in
general terms, with a focus on the relationships with plant safety.)



The DCISC Fact-finding Team (FFT) observed the May 21, 2014 NRC-evaluated Hostile Action Based Exercise
(HABE) after first receiving and reviewing the scenario, plan and exercise objectives prior to the start of the
exercise. The DCISC last reviewed a DCPP emergency exercise in November 2012 (6.1) and it concluded the
following:

The PG&E organization met all of the criteria for recognizing, classifying, and responding to the various
emergency conditions that were encountered in this Emergency Exercise, thus demonstrating in this
exercise the ability to take appropriate actions to protect the health and safety of the public. When the
simulated conditions in Unit 1 deteriorated from an Alert Condition into a General Emergency condition,
the transmission of this information throughout the emergency organization was extremely rapid and
accurate. While in the simulated Alert condition, team members examined and discussed possible ways
that plant conditions could change such that the emergency might worsen to the level of a Site Area
Emergency or General Emergency. This discussion appeared to have contributed to the rapid diagnosis of
the simulated General Emergency. DCPP and County personnel in the Unified Dose Assessment Center
(UDAC) worked together effectively to arrive at mutually agreed upon Protective Action
Recommendations that were accepted and implemented by the County. The atmosphere in the Joint
Information Center (JIC) was purposeful and conducive to an effective and efficient receipt and
dissemination of information. The one JIC briefing to the media that was observed by the DCISC was well
organized and effectively delivered. Questions from the media were answered in a clear, concise manner
by speakers who were familiar with the subjects being questioned. DCPP’s top managers, who are new to
PG&E, were observing this, their first exercise and were not present in the JIC. They are being qualified as
spokespersons and will be present there in a leadership capacity in future drills so that they will be
prepared to assume that responsibility in the event of a true emergency.

Personnel from the following organizations were primary participants in the exercise:

DCPP

Nuclear Regulatory Commission (NRC)

Federal Bureau of Investigation

San Luis Obispo (SLO) County Office of Emergency Services

SLO Sheriff’s Office

California Highway Patrol

Cal Fire

The FFT began its observations in the DCPP Simulator which served as the plant Control Room for the emergency
exercise. The Simulator had been pre-programmed with the exercise scenario. A full Operations crew was present
at the controls. The crew consisted of the Shift Manager, Shift Supervisor, Shift Technical Advisor, a Senior
Reactor Operator and three Reactor Operators. The exercise was part of the Operations crew normal ongoing
operator license training.

The scenario involved a simulated hostile action against the plant, and plant security forces, operators,
maintenance and other personnel participated. The hostile action was simulated in a way that resulted in damage
to key systems important to plant safety, and that required support from off-site resources including the SLO
Sheriff’s Office.

What the FFT found most noteworthy was how the scenario challenged the plant’s operators and maintenance
staff with a complex plant damage state, which required the plant’s Emergency Response Organization to



prioritize its actions to repair key plant systems, as well as to stage resources to conduct repairs from off site.
These elements of the exercise had substantial overlap with the types of scenarios that would be considered for
beyond design basis event (BDBE) response, that would use new FLEX capabilities which the DCISC last reviewed
in its February 2014 Public Meeting (6.2).

As the hostile action scenario progressed, operators in the Simulator correctly declared a Site Area Emergency
(SAE) due to the state of the plant. This was reported to the appropriate county, state and Federal officials within
the required time limits. The Federal Bureau of Investigation (FBI) and Sheriff declared the plant a crime scene.

The FFT traveled from the simulator to the San Luis Obispo Sheriff’s Incident Command Post, near the plant
where the Sheriff and Cal Fire staffs were stationed. DCPP officials requested assistance from the Sheriff’s office,
which was provided successfully.

After observing activity at the Incident Command Post, the FFT traveled to the DCPP Alternate Operations
Support Center (AOSC) also located off site. This was a backup facility for the plant OSC where the following
groups were staged: Operations, Mechanical and Electrical Maintenance, Instrumentation and Controls,
Chemistry, and Radiation Protection. Normally the plant OSC would handle these functions; however, this facility
was put in-place in case the plant OSC was not available, as could also be the case under BDBE accidents. These
personnel were responsible for repair and recovery of damaged equipment.

The DCISC FFT next traveled to the Emergency Operations Facility (EOF) and Joint Media Center (JMC), which had
been activated within the required times. At the EOF DCPP had its offsite Recovery Manager and technical staff,
the joint DCPP and San Luis Obispo County Unified (Radiological) Dose Assessment Center (UDAC), Radiation
Field Monitoring Teams, Meteorologists, San Luis Obispo County Emergency Operations Emergency Services,
Highway Patrol, Sheriff, etc.). All facilities were staffed and operational within the required activation times.
Personnel appeared to be carrying out their responsibilities professionally and correctly.

At the JMC the FFT observed a media briefing and reviewed news releases from DCPP, SLO County, and the NRC.
The news releases briefly and accurately described the situation at the plant and surrounding areas. The media
briefing was coordinated by the SLO County Public Information Officer, Ron Alsop, with participation by DCPP,
FBI, Sheriff’s Office, and spokespersons. Several individuals participated as mock media. The briefing appeared
satisfactory.

The exercise ended at approximately 2:00pm after key actions and repairs had been completed and the plant had
been successfully stabilized. Due to the successful response, there were no (simulated) radiation releases.

The FFT observed the exercise joint EOF and UDAC facility critique. The critique was comprehensive and intrusive.
Overall, performance in the exercise was satisfactory.

Conclusions:

DCPP produced an interesting emergency exercise scenario which included simulated hostile
actions leading to simulated plant equipment damage. In addition to the normal emergency
exercise participants (e.g., DCPP, San Luis Obispo (SLO) County Emergency Services, and
Nuclear Regulatory Commission), this scenario brought in DCPP Security, the SLO Sheriffs
Office, and the Federal Bureau of Investigation. Exercise performance met objectives. The Fact
Finding Team was particularly impressed by how the Emergency Response Organization (ERO)
successfully assessed plant damage conditions that were well outside the plant’s design basis,
effectively prioritized repair activities, and executed time-critical actions to successfully
stabilize the plant. This effective response has positive implications for the ERO to also



successfully manage beyond design basis events and utilize new FLEX capabilities.

Recommendations:

None

3.2 Design Quality Effectiveness Review

The DCISC Fact-finding Team met with Dan Gibbons, Quality Verification Engineer, to discuss the design
quality effectiveness review. The DCISC last reviewed design quality in December 2012 (Reference 6.3), when it
concluded the following:

DCPP Design Quality Metrics are improving with an overall rating of White (acceptable), but the Design
Quality Metric itself remains Red (unacceptable), although it is showing an improving trend. The DCISC
should review Design Quality again following Refueling Outage 1R18 in March 2014.

The Design Quality issue was about erroneous designs released for construction. During Refueling Outage 1R17,
there were three major modification designs with errors released for implementation. The reason for the error
determination was the large number of Field Changes required for the modifications to be implemented. Three
design packages were issued incomplete (“managed exceptions”) due to vendor issues and late scope additions,
counting on the Field Change Process (FCP) to add information to complete the packages; however, the FCP did
not include the same discipline and rigor as the full Design Change Process (DCP). Approximately one-third of the
FCs were required due to design errors. Adding to the problem was the fact that each of these designs was begun
late and performed on a compressed time schedule. These modifications were:

Polar Crane Upgrade Modifications

Acid/Caustic Replacement Skid Replacement

Plant Process Control System 7100 Upgrade

DCPP had investigated the design quality problems and developed a plan of corrective action, which included, in
addition to tighter controls of Field Changes, improved project communications, augmented pre-release design
reviews, and additional training of engineers on the design change process. A Root Cause Evaluation (RCE)
identified the root cause as “ . . . the organization failing to recognize the risk and complexity of this first-time
PCS project, and therefore not assuring that an adequate organizational structure and project oversight were in
place (i.e., did not designate it as a strategic project or Engineering major project). This ultimately created an
environment that promulgated a human error-likely environment.” More specifically, the RCE team determined
that the environment consisted of poor communication, lack of engineering leadership, too much reliance on
vendor designs, time pressure, and distractions.

Seven Corrective Actions to Prevent Recurrence (CAPRs) were as follows:

Root Cause CAPR:

1. Provide better guidance to the Project Review Committee for highlighting significant, first-time, complex,
high-risk projects (addresses root cause)

Contributing Cause CAPRs:

2. Provide tighter review and control of vendor/contractor designs

3. Provide improved documentation of vendor reviews and checklists



4. Add requirements to more effectively address whether vendor and DCPP designs are in compliance with
DCPP licensing and design bases

5. Update the pre-job checklist to better characterize and utilize Technical Human Performance Error
Reduction Tools

6. Reinforce management expectations for use of human performance tools

7. Review Outage 1R18 designs for applicability to the above new criteria

The effectiveness review was ultimately scheduled for completion in mid-June 2014, thus the FFT was not able to
review it in May; however, the chart below does show the trend in design quality performance. It shows that
Design Change Quality is, and has been for the past several months, White.

The FFT reviewed the two following additional design error examples:

1. During a planned Containment Fan Cooler Unit (CFCU) damper modification, it was identified that the
linkage bar and arm interfered with the CFCU housing wall when aligning it to the required position. The
modification could not be installed with this interference until a Field Change and design revision was
completed. An Apparent Cause Evaluation (ACE) determined that the reason for the problem was an
inadequate field walkdown during the design phase and not performing a constructability walkdown.
Corrective action included coaching, counseling and training for those involved with the particular design
package.

2. During Outage 1R18, there were several Design Change Packages that had the potential to result in the
modified equipment not performing as designed. These were electrical designs that supported the
elimination of Single Point Vulnerabilities (SPVs) on all three Unit 1 Main Bank Transformers, Phases A, B,
and C, and the spare. There were several issues complicating the design process. These were multiple scope
changes, poor quality vendor drawings, and lack of detailed work instructions. When discovered, an ACE
was initiated, and two independent design reviews by industry transformer experts were performed. Field
Changes were issued to correct the faulty designs. Other Field Changes were issued for enhancements,
clarifications, and legacy errors. Following installation, design verification testing was completed, and the
transformers were energized and returned to service. The apparent cause was the complexity of the design
and an error-likely situation caused by poor and difficult to use drawings. Failure to address the error-likely
situation was a contributory cause. Corrective actions included performing independent design reviews,
improving the poor drawings, briefings for Engineering on the importance of using Human Performance
tools stressing problem identification, questioning attitude, and handling time pressure. The ACE was
performed well, and the corrective actions appeared appropriate.

The following chart depicts the DCPP design quality metrics. The overall rating is White, satisfactory, and there
were no Yellow or Red ratings. This indicates satisfactory design quality.



The DCISC should review the design change effectiveness evaluation in a fact-finding meeting in July or later.

Conclusions:

The DCPP Design Quality Effectiveness Evaluation was not yet complete for DCISC review. It is
scheduled for completion in mid-June 2014. The DCISC should review the evaluation in July or
later. The DCPP Design Change Program Implementation Metric Chart showed the program is
White, satisfactory. Some design errors continue to happen; however, they have been dealt with
appropriately.

Recommendations:

None

3.3 Safety Culture (DCPP Knowledge Transfer Program)

The DCISC Fact-finding team met with Pierre Dube, Manager of Leadership Training, Knowledge Transfer,
and Organizational Effectiveness, to discuss DCPP Safety Culture. The DCISC last reviewed this subject in August
2012 (Reference 6.4), when it concluded the following:

DCPP’s Nuclear Safety Culture Health Monitoring process and Nuclear Safety Culture Monitoring
Panel/Report appeared rigorous and effective in measuring and improving the plant’s nuclear safety
culture in accordance with industry’s Eight Nuclear Safety Culture Principles and supporting Attributes.
The DCISC should monitor this process on a continuing basis.

The DCISC FFT focused on the DCPP Knowledge Transfer Program, “Passport to Knowledge,” a program which
coordinates the transfer of knowledge from an outgoing position holder to one incoming. This is the first DCISC
review of the Passport to Knowledge.



The purpose of the Program is as follows:

1. Describe Diablo Canyon Power Plant's comprehensive approach to the capture, sharing and transfer of
critical knowledge and expertise of Diablo Canyon employees.

2. Introduce the processes and tools that will support the station's short and long term knowledge transfer
and retention objectives.

Components of the Diablo Canyon Knowledge Program are as follows:

A. Assess: Evaluation & Identification

1. Core Business for specific disciplines

2. Risk associated with an area of expertise

3. Personal Assessment

B. Act: Development, Capture & Sharing

1. Determining the best approach to transfer, capture or share knowledge

2. Peer Mentoring for intensive areas of expertise

3. Capture of expertise via videotaping/documentation for unique areas of expertise

C. Monitor: Tracking & Metrics

1. Tracking Peer Mentoring progress

2. Monitoring of Knowledge Sharing progress at the department/station level.

3. Validating capture/transfer of critical knowledge & expertise.

The program utilizes the following infrastructure:

Passport Web Application: An In-House designed Web Application that facilitates identification and tracking
of risks to critical Areas of Expertise. As designed Passport is scalable to the entire PG&E system and can
also be utilized for improving the effectiveness of Diablo Canyon's Talent Management program e.g.
succession planning and on-boarding of new employees.

Passport Program Leader: DCPP leader responsible for the program rollout and associated Change
Management efforts to ensure success.

Passport Project Manager: DCPP employee responsible for implementing the Passport project while
following appropriate company policies and using the appropriate tools to control the project's cost,
schedule and scope.

Mentoring Consultant: Individual possessing expertise in peer mentoring to support:

Coaching first line supervisors, mentors and apprentices in developing clear and effective mentoring plans

Monitoring the quality and progress of the peer mentoring process to ensure measurable results in
knowledge sharing

Coaching DCPP leaders in conducting effective "Area of Expertise" risk assessments

Coaching first line supervisors, mentors and apprentices in developing clear and effective mentoring
plans



Monitoring the quality and progress of the peer mentoring process to ensure measurable results in
knowledge sharing

Department Knowledge Sharing Advocate: Each department will have a Knowledge Sharing advocate to
coach and maintain the Passport to Knowledge sharing process.

Grass Roots Knowledge Sharing Team: Group of individuals with a high degree of engagement and
commitment to building sustainable knowledge capture and sharing tools including video capture and
"Wiki" like functionalities at Diablo Canyon.

Increased ownership by mandating performance goals related to the Passport to Knowledge program be
placed in all appropriate 2013 development plans from individual contributor up to director.

The program appears well-designed; however, to date it appears that implementation is spotty due primarily to
outage preparation and outages.

Conclusions:

The DCPP knowledge transfer program, “Passport to Knowledge” appears well-designed but
full implementation has taken a back seat to higher priority items such as outage planning and
outages. The DCISC encourages DCPP to move forward with this program to not lose valuable
job knowledge as employees retire.

Recommendations:

None

3.4 Outage 1R18 Performance Results

The DCISC Fact-finding team met with Tim King, Work Management Director, to discuss the results of
Refueling Outage 1R18. The DCISC last review outage work in December 2013 (Reference 6.5), when it concluded
the following:

The DCPP Outage 1R18 Outage Safety Plan is a comprehensive and detailed document describing the
schedule and steps in the outage, which are identified as high risks of core boiling or damage as a result
of losing electric power and/or cooling to the reactor core and Spent Fuel Pool, and the backup systems
that are available. The emphasis is on prevention of incidents, mitigation of accidents and control of
radioactive material. With one exception the Outage Safety Plan appears to be well designed to achieve
outage safety. The exception is that the new DCPP requirement that the Containment Equipment Hatch
be closed and secured during fuel movement is not specifically addressed. The DCISC believes it should be
specifically addressed in the Outage Safety Plan.

Outage 1R18 began on February 9, 2014 and ended one day ahead of schedule on March 13, 2014. Outage goals
and results were as follows:

Performance Category Goal Actual

Recordable & Disabling Injuries 0 0

Nuclear Safety Events 0 0

Human Events Clock Resets 0 0

Outage Duration (days) ≤ 33 32.98

Does Goal (Rem) 32 30.91

Significant Foreign Material Events (FME) 0 0



Major Reliability Scope items include the following:

Main Generator Re-wedge

Vital Battery 1-1 Replacement

500kV Switchyard Relay Project (Transmission)

Circulating Water Pump 1-1 Motor Overhaul

4kV/480V Vital Bus G Preventive Maintenance

Tan Delta Cable Testing

Reactor Coolant Pump 1-3 Motor Overhaul

Polar Crane Modifications

Rod Control Cluster Assembly Inspections

In-core Thimble Tube Replacement

Containment Fan Cooler Damper Modifications

Containment Fan Cooler 1-3 and 1-5 Motor Overhauls

Positive Outage Aspects:

Turbine Generator Rewedge

Auxiliary Transformer 1-1 Bushing Replacement

Best Human Performance Department Level Event Performance

No Site Clock Resets

Negative Outage Aspects:

Loss of Spent Fuel Pool Heat Removal Due to Grid Disturbance

Vendor Performance on Thimble Tube Replacement, Reactor Vessel Inspection, and Reactor Coolant Pump
Motor Overhaul

Plant Implementation Inefficiencies

Reactor Disassembly/Reassembly Delays

Core Offload Window Valve Work

Emergency Core Cooling Check Valve Testing

Refilling Primary Systems

During Outage 1R18, a 500kV grid disturbance resulted in a voltage transient on the 230 and 500kV lines leading
into DCPP. The momentary loss of power to the Unit 1 Spent Fuel Pool (SFP) Cooling Pump caused it to trip off.
The SFP High Temperature Rate of Change Alarm annunciated in the Control Room, and operators manually
restarted the pump. Pool temperature was 106°F, and time to boiling was approximately nine hours. There were
no safety consequences of the event.

Conclusions:



DCPP’s Outage 1R18 results were positive with the one exception of temporary loss of the Unit
1 Spent Fuel Pool Cooling Pump due to an electric grid disturbance. Operators restarted the
pump, and there were no safety consequences of the event.

Recommendations:

None

3.5 Cooling Tower Study

The Fact Finding team met with Bryan Cunningham, Supervisor of Environmental Operations, and David
Sparks, Electrical Systems Engineer, to review areas where the possible use of salt-water, closed loop cooling
towers, and the siting of cooling towers on the south side of DCPP, have potential to impact plant safety.  

The DCISC has been studying this issue since December 2010, and in its most recent 2012–2013 Annual Report
(Reference 6.6), concluded the following:

A contractor working under the aegis of the California State Water Resources Control Board has
completed the first of two phases of examining alternatives to once through cooling (OTC) at DCPP.
Many options were considered and eliminated in Phase 1, and a smaller number have been selected for
review in Phase 2. All of these remaining options would require major changes to the site, lengthy
shutdowns of the two units, heavy capital expenditures, and potentially adverse impacts to operational
safety. The DCISC intends to follow this issue over the next year or more and to review the operational
safety implications of any proposal that would replace OTC with a different technology.

In its last review of this subject in September and October 2013 (References 6.7 and 6.8) the DCISC concluded the
following:

The DCISC has reviewed the interim Bechtel evaluation on the nuclear safety impacts of alternatives to
DCPP’s existing once-through cooling system; however, no concrete conclusion was reached on nuclear
safety. Both Bechtel and the DCISC believe that more information is needed to make a final assessment.
The DCISC should continue to follow this issue.

Subsequently, the DCISC reviewed potential safety impacts for fresh-water, closed loop cooling towers sited on
the north side of DCPP, when it reviewed the Bechtel study for the State Water Resources Control Board
(SWRCB), “Independent Third Party Final Technologies Assessment for the Alternative Cooling Technologies or
Modifications to the Existing Once-Through Cooling System for Diablo Canyon Power Plant,” (Reference 6.9).
 This DCISC review reached four major conclusions:

Bechtel’s assessment (as we have paraphrased it) is that if any of the seven alternative options
under consideration were to be selected to replace [once through cooling] OTC at Diablo Canyon,
the nuclear-reactor-safety impact on the plant would not be significant enough that PG&E would
even need to ask for an NRC license amendment before it could proceed with installing that option
at Diablo Canyon.  The DCISC has reviewed Bechtel’s conclusion and the basis for it.  We find that
this conclusion is questionable for the offshore wedge-wire system, because this system requires
that a new safety-related system be designed and installed in the plant intake structure. We also
find that it is unlikely, given how extensive the plant modifications are, that the installation of any
of the five closed cooling options could be performed without a license amendment request.

We find that the nuclear safety impacts of the alternative cooling options, if and when they are
appropriately designed, manufactured, and installed, would likely be sufficiently small that NRC



approval could be obtained.  However, the DCISC has an additional criterion for judging the safety
impact of an alternative plant cooling technology at Diablo Canyon.  That is because, in our view,
meeting NRC’s safety regulations is necessary to support a decision to proceed, but not sufficient.

Based on our review of the technical information in front of us, we judge it probable that none of
the proposed new technologies, if and when they are developed and implemented in accordance
with established safety practices, would pose a sufficient safety problem to preclude NRC licensing
of the modified design.  However, this is not a strong conclusion based on evidence, but merely a
judgment based on what we know so far.  Crucially, more analysis is needed, and until more design
detail is available, whether our DCISC safety criterion will be met remains an open question.

One of our primary concerns with any of the proposed alternative cooling methods involves the
potential impact on plant reliability, in particular whether the modified configuration might be
more prone to generating plant trips and forced outages, with a potential impact on plant safety,
in particular a potential impact on ASW/UHS [Auxiliary Salt Water/Ultimate Heat Sink].  Significant
additional design and analysis are needed to assess the likely effects of the alternative cooling
methods on plant reliability.

Subsequent to this DCISC review, the SWRCB Nuclear Review Committee directed Bechtel to also study designs
for cooling towers that would use salt water, and that would be located to the south of the plant.  The purpose of
this Fact Finding was to gather information to inform a DCISC decision on whether the DCISC should also review
this new Bechtel study.

The Fact Finding team reviewed three specific areas:  (1) how increased salt deposition on plant equipment might
impact plant reliability and safety, (2) how construction activity for southern-siting of cooling towers could affect
underground utilities including the Auxiliary Saltwater System, and (3) how construction and operation of
southern cooling towers could affect site emergency response capabilities.

Salt Deposition

The deposition of salt onto equipment can have negative impacts on reliability and on plant and personnel safety.
 Recent problems with salt deposition at DCPP include a series of flashover events occurring on high voltage
bushings.  Three recent events are summarized in the April, 2014 FF report (Reference 6.10), and include an event
in October 2012, where during a light rain arcing was noted on the Unit 2 A and B Phase Main Bank Transformer
(MBT) and shortly afterward the 500 kV insulator flashed to ground, causing Unit 2 to trip.  A similar Unit 2 trip
occurred in July, 2013 during a periodic hot washing of the 500 kV insulators for Unit 2, which are conducted every
6 weeks, where overspray induced an external arc around the lighting arrester insulation and flashover.  A third
event occurred in February, 2014, after about an hour and a half of light rain, again on the Unit 2 Main Bank
Transformer "B" Phase Lightning Arrester.

Due to these flashover events, which cause plant trips and place personnel at risk of injury, DCPP has started a
program to measure the rate of salt deposition on transformers by collecting salt samples on coupons placed near
the Unit 1 and Unit 2 transformers. The coupons are replaced on a monthly basis, so that seasonal variability in salt
deposition rates can be measured.  These measurements have revealed an important phenomena, which is that
the Unit 2 transformers experience higher rates of salt deposition than Unit 1, approximately double, which is
ascribed to added salt spray from the plant cooling water outfall, that tends to be carried by prevailing winds
through the gap between the turbine and administration buildings and thus to deposit salt on the Unit 2
transformers, while the Unit 1 transformers experience salt deposition primarily from natural sources of spray.
This higher rate of salt deposition, caused by carryover from the plant outfall, helps explain why the major
problems with flashover events have involved the Unit 2 high-voltage equipment.



The measured rate of deposition of salt in the area of the Unit 2 transformers, on 16 samples exposed over a 30-
day period and collected on 4/3/2014, ranged from 0.0368 to 0.2062 mg/cm2, with an average of 0.1015 mg/cm2.
 Conversely, for 16 samples  collected in similar locations near Unit 1, deposition ranged from 0.0289 to 0.1243
mg/cm2, with an average of 0.0520 mg/cm2.  These values are consistent with studies performed at the site in
1969, which recommended use of a value of 0.011 mg/cm2/wk (or 0.047 mg/cm2 in 30 days), as an appropriate
deposition rate to assume in the design of high voltage insulators.

A key question for salt-water cooling towers is how rapidly salt might deposit onto equipment, particularly during
periods of adverse weather when salt water drift would move slowly and deposit primarily onto the plant area,
compared to the current deposition rates.  Considering the plant area inside the vehicle exclusion barrier, which is
approximately 2400 ft (730 m) long and 1200 ft (366m) wide, at a nominal deposition rate of 0.052 mg/cm2 per 30
days, total salt deposition is approximately (0.052 mg/cm2)(730m)(366m)(104cm2/m2)(365d/yr)/(30d)(109mg/t) =
1.7 t/yr.

Tetra Tech estimated that salt water cooling towers would release 992 t/yr of PM-10 salt particulate under 10
microns in size (Bechtel Power Corporation, “Alternative Cooling Technologies or Modifications to the Existing
Once-Through Cooling System for Diablo Canyon Power Plant,” Report No. 25762-000-30R-G01G-00009 Rev. 2,
pg. 97, Nov. 5, 2012).  Larger salt particles, which would tend to drop out closer to the plant, may also be released.
 This rate is over 500 times greater than the total quantity being deposited on the plant site due to current
sources, which implies that under adverse weather conditions large quantities of salt could deposit rapidly onto
equipment, causing failures before monitoring could detect the deposition and take corrective actions.

Key equipment that must be studied includes high voltage insulators in transformers, as well as switchyards.  A
particular area of risk that required very careful evaluation will be loss of offsite power (LOOP) due to potential
simultaneous electrical failures in the 230 kV and 500 kV switch yards.  Turbine building, auxiliary building, fuel
handling building, and control room ventilation supply systems will need to be evaluated for the potential for
large increases in salt particulate loading under adverse weather conditions.  Likewise, air cooled equipment,
including the emergency diesel generators, requires study to assure that potential high salt deposition rates can
be managed.  For emergency diesel generators, it may be necessary to modify the technical specifications for
periodic testing to assure that testing does not occur during periods of adverse weather and high salt deposition.

Underground Utilities

Bryan Cunningham provided the FFT with a set of site drawings showing underground lines and utilities that
would be affected by the installation of cooling towers to the south of the plant, and the requirement to install
new underground cooling water conduits and to upgrade 12 kV power to provide electricity to new circulating
pumps and cooling tower fans.  

The list of underground systems that would be impacted and require potential modification is extensive, and
includes drain pipes, domestic water, drinking water, cathodic protection, auxiliary salt water, electrical power
conduits, grounding wires, vent lines, sump transfer piping, fire water, sanitary sewer, storm drain, fuel oil,
information technology conduits, and security data.  

The most important safety-related system that would be impacted by southern siting of cooling towers appears
to be the Auxiliary Salt Water (ASW) system.  Over a part of their length, the conduits for ASW are integrated into
the concrete structures for the current circulating water system, which would likely need to be demolished to
allow integration of the new closed-circuit circulating water system conduits.  Thus it appears that ASW conduits
would need to be rerouted and replaced.



The complexity of the underground systems that would be impacted by southern siting is somewhat greater
than, but still comparable to, the complexity of systems that would be impacted by northern siting.  In both cases,
the logistics for excavation and construction, particularly if most work is done while the plant remains
operational, will be highly complex.  In both the southern and northern cases, it would not be possible to assess
the full safety impacts during and after construction until detailed design engineering and construction logistics
planning is complete.

Site Emergency Access

The primary emergency access for DCPP is from the south side of the site, so southern siting of cooling towers
has a larger impact on plant emergency response than does northern siting.  In its original review of the Bechtel
study for closed cycle cooling, the DCISC did not consider impacts on site emergency response because they
would be expected to be small and manageable for northern siting.

Bryan Cunningham provided preliminary site arrangement drawings developed by Bechtel for southern siting of
cooling towers (Drawing no. P1K-WL-00044, Rev. A).  The drawing shows that most of the site access roads must
be rerouted to accommodate new cooling towers.  The proposed site arrangement keeps the existing security
and training buildings.  The training building is important to safety, because it houses the control-room simulator
that is used for operator training and for the conduct of emergency response exercises.

While it appears feasible to re-route access roads to allow southern construction of cooling towers, the logistics
for maintaining appropriate site emergency response access and capability, along with security, during
construction will be highly complex.  Detailed design engineering will be required to develop plans to mitigate the
negative impacts that construction will have on site emergency access and response.  Northern siting would have
significantly lower impacts on both emergency access and response.

Conclusions:

The use of salt water for closed-cycle cooling, and the location of cooling towers to the south of
the DCPP plant, will have greater adverse safety impacts compared to northern siting of cooling
towers using fresh water.  The use of salt water for cooling towers is problematic, due to very
large increases in the rate of salt deposition on equipment during periods of adverse weather,
that may result in failures of key safety-important systems, in particular off-site power supplies
and emergency diesel generators.  Both northern and southern siting will have large impacts
on underground utilities, including safety-related Auxiliary Salt Water systems and
underground fuel tanks for emergency diesel generators, and detailed design information will
be needed to fully assess these impacts.  Southern siting has a much larger impact on site
access and emergency response capabilities during construction than northern siting, although
acceptable site access appears possible for both options after construction is complete.  The
DCISC should continue to follow studies of alternatives to Once Through Cooling closely,
particularly if salt-water cooling towers are selected.

Recommendations:

None

3.6 Strategic Performance Improvement Plan

(Because of the confidential nature of INPO information, no details are presented.)

The DCISC Fact-finding Team met with Jan Nimmick, Operations Manager, for an update on DCPP’s actions



on areas for improvement from their August 2013 Institute of Nuclear Power Operations (INPO) evaluation. The
DCISC last reviewed this subject in December 2013 (Reference 6.11), when it concluded:

DCPP appears to be appropriately resolving their Institute of Nuclear Power Operations (INPO) Areas for
Improvement in an aggressive manner.

DCPP received some Strengths as well as Areas for Improvement, which the plant is working to resolve. DCPP has
developed a Strategic Performance Improvement Plan to track its progress in addressing areas for improvement.
The DCISC FFT reviewed the Plan and its metrics Dashboard and found both were satisfactory.

Conclusions:

DCPP appears to be appropriately resolving their Institute of Nuclear Power Operations (INPO)
Areas for Improvement in an aggressive manner using its Strategic Performance Improvement
Plan.

Recommendations:

None

3.7 Auxiliary Building Ventilation System

The DCISC Fact-finding Team met with Mike Wright, System Engineering Manager; Sergio Santiago,
Engineering Supervisor; and John Knemeyer, Chemistry Engineering Supervisor, for an update on the Auxiliary
Building Ventilation System (ABVS). The DCISC last reviewed the ABVS in May 2008 (Reference 6.12) when it
concluded the following:

The DCPP Heating, Ventilation and Air Conditioning (HVAC) systems were in satisfactory health, and the
system engineers appeared knowledgeable.

The ABVS consists of fans, dampers, ducting, and filters whose function is to supply, heat and/or cool, filter and
discharge air for the Auxiliary Building. The ABVS provides cooling and/or heating for both personnel and
equipment. The ABVS consists of two supply fan units with roughing filters and two discharge fan/filter units with
roughing, high efficiency particulate absolute (HEPA) and charcoal filters, along with extensive ducting
throughout the building. Instrumentation and controls include flow instruments (elements, indicators, and
switches), pressure instruments (indicators and switches), temperature instruments (controllers and switches),
position switches, solenoid valves, vibration transmitters, and pressure regulating valves.

Because there is potential for radioactive particulates and gases to enter the ABVS, the system is equipped with
radiation monitors to preclude inadvertent release via the Plant Vent. These monitors are designed and calibrated
to detect radioactive Noble Gases, Iodine, and Particulates. ABVS flow direction is from low potential radioactive
contamination areas to high ones. It provides control of airborne radioactive materials in conjunction with the
Radiation Monitoring System (RMS) and discharges to atmosphere via the Plant Vent.

Each unit's AB is served by a similar, but separate, ventilation system. The Unit 1 and Unit 2 ABHV Systems are
independent from each other, but have several interfaces. The Unit 1 and 2 Abs are not atmospherically isolated
from each other and there are many points of free communication between the supply air from the two HVAC
systems, as well as common areas that are jointly serviced by the two systems.

ABVS design criteria qualifications for safety-related portions are as follows:



Seismic

Flooding

Missiles

Tsunami

Tornado and Tornado Missiles

High and Medium Energy Pipe Breaks

Accident Environmental Qualification

Vital Power

Fire Protection

Single Active Failure

The ABVS operates in the following five modes:

1. Building Only (non-safety related operation) – routine daily operation under normal plant conditions with
single train supply/exhaust/roughing filter operation but no supply to nor discharge from the Engineered
Safeguards Equipment Rooms (Safety Injection Pumps, Charging Pumps, RHR Pumps, etc.) nor filtered
discharge to the Plant Vent.

2. Building and Safeguards (safety related operation) – daily operations as above plus two supply units
providing flow to/from Engineered Safeguards Equipment Rooms.

3. Safeguards only (safety related operation) – two supply units supplying air only to the Engineered
Safeguards Equipment Rooms with one filtered (all filters but charcoal) exhaust unit.

4. Building and Safeguards with SI* Signal (safety related operation) – as above with the addition of normal
building areas

5. Safeguards Only with SI* Signal (safety related operation) – dual supply units providing air only to the
Engineered Safeguards Equipment Rooms with fully filtered (including charcoal) exhaust units.

* The “sI” signal is the Safety Injection signal signifying a Loss of Coolant or Main Steam Line break
within Containment.

The ABVS also draws air from the Fuel Handling Building and Containment (for vacuum or pressure relief or
purge).

Ventilation System health is Red for Unit 1 and Yellow for Unit 2; however, this is the overall ventilation system
rating, which is comprised of the Control Room Ventilation System (CRVS), Auxiliary Building Ventilation System
(ABVS), and Containment Fan Cooler Units (CFCUs). The health ratings are driven by the CRVS and CFCUs, not the
ABVS, although it does have some corrosion on the supply fans and dampers, which does not affect its
operability. DCPP Rates the ABVS health as Green – good.

Conclusions:

DCPP’s Auxiliary Building Ventilation System is in good health and performs as expected.

Recommendations:

None



3.8 DCISC Member Meeting with DCPP Site Vice-President Barry Allen

Dr. Peterson met with Site Vice-President Barry Allen to discuss items from the fact-finding meeting and
other items of mutual interest.

4.0 Conclusions

4.1

DCPP produced an interesting emergency exercise scenario which included simulated hostile
actions leading to simulated plant equipment damage. In addition to the normal emergency
exercise participants (e.g., DCPP, San Luis Obispo (SLOW) County Emergency Services, and
Nuclear Regulatory Commission), this scenario brought in DCPP Security, the SLO Sheriffs
Office, and the Federal Bureau of Investigation. Exercise performance met objectives. The Fact
Finding Team was particularly impressed by how the Emergency Response Organization (ERO)
successfully assessed plant damage conditions that were well outside the plant’s design basis,
effectively prioritized repair activities, and executed time-critical actions to successfully
stabilize the plant. This effective response has positive implications for the ERO to also
successfully manage beyond design basis events and utilize new FLEX capabilities.

4.2

The DCPP Design Quality Effectiveness Evaluation was not yet complete for DCISC review. It is
scheduled for completion in mid-June 2014. The DCISC should review the evaluation in July or
later. The DCPP Design Change Program Implementation Metric Chart showed the program is
White, satisfactory. Some design errors continue to happen; however, they have been dealt with
appropriately.

4.3

The DCPP knowledge transfer program, “Passport to Knowledge” appears well-designed but
full implementation has taken a backseat to higher priority items such as outage planning and
outages. The DCISC encourages DCPP to move forward with this program to not lose valuable
job knowledge as employees retire.

4.4

DCPP’s Outage 1R18 results were positive with the one exception of temporary loss of the Unit
1 Spent Fuel Pool Cooling Pump due to an electric grid disturbance. Operators restarted the
pump, and there were no safety consequences of the event.

4.5

The use of salt water for closed-cycle cooling, and the location of cooling towers to the south of
the DCPP plant, will have greater adverse safety impacts compared to northern siting of cooling
towers using fresh water.  The use of salt water for cooling towers is problematic, due to very
large increases in the rate of salt deposition on equipment during periods of adverse weather,
that may result in failures of key safety-important systems, in particular off-site power supplies
and emergency diesel generators.  Both northern and southern siting will have large impacts
on underground utilities, including safety-related Auxiliary Salt Water systems and
underground fuel tanks for emergency diesel generators, and detailed design information will
be needed to fully assess these impacts.  Southern siting has a much larger impact on site
access and emergency response capabilities during construction than northern siting, although
acceptable site access appears possible for both options after construction is complete.  The



DCISC should continue to follow studies of alternatives to Once Through Cooling closely,
particularly if salt-water cooling towers are selected.

4.6

DCPP appears to be appropriately resolving their Institute of Nuclear Power Operations (INPO)
Areas for Improvement in an aggressive manner using its Strategic Performance Improvement
Plan.

4.7

DCPP’s Auxiliary Building Ventilation System is in good health and performs as expected.

5.0 Recommendations:

None
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24th Annual Report, Volume 2, Exhibit G-1, Telephone Correspondence Log

The log is intended to provide a memorandum of contacts initiated by individual members of
the public, citizen, or public interest groups, or similar organizations with the Committee members,
consultants or staff.

Date
Initiated From Status Comments/Information

2/2/2013 Garry Gillette Open
Items List

Email inquiry re June 2013 public tour;
2/5/13 response provided;
5/4/13 Email follow up from Mr. Gillette;
5/12/13 Email with information on tour provided;
5/19/13 tour reservation made
6/5/13 Mr. Gillette participated on tour.
6/24/13 Inquiry on tour form re solar coronal
mass ejection and effect on the power grid;
10/5/2014 Email response & acknowledgement
sent
1/24/2014 Update on inquiry sent
6/18/2014 Item placed on the Open Items List
for follow-up and response

8/30/2013 Rochelle
Becker
Alliance for
Nuclear
Responsibility

Close Email request for copy of DCISC Evaluation of
Bechtel’s Final Assessment;
9/1/2013 Response sent;
9/3/2013 Email notification DCISC Evaluation
available on DCISC website
9/3/2013 Acknowledgment received.

9/3/2013 Bobby
Bascomb 
Producer –
Living on Earth

Close with request for interview re post Fukushima
plans and nuclear issues re Vermont Yankee
plant;
9/3/2013 Emails (2) received with details on
subject matter topics;
9/3/13 Response sent and request forwarded to
DCISC Members;
9/4/2013 Inquiry re schedule.

9/11/2013 Kevin
Bommarito 
SLO Field
Representative/

Close Email inquiry re mailing list;
9/12/2013 Email confirmation with information
on next public meetings and plant tours sent;
9/12/2013 Email acknowledging receipt of



State Sen.
Monning

information re meetings and plant tour;
9/25/2013 Email inquiry sent re October 9 plant
tour;
9/25/2013 Email response re attendance at
October 2013 public meeting

9/23/2013 Kaycee Foster Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Kyli
Frauenheim 

Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Craig, Hunter &
Jackson Lossee

Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Robert Myers Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Betty Kirby Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Carol Griffin Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Karl Bareither Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 George
Stamolis 

Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Ross & Jerilee
Doty 

Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Daniel Rowe Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Hector &
Donna Aragon

Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Dickie Shaw Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Kevin Ames Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Hilda Jean
Ninnis 

Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Martin &
Sharon
Suits 

Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 John Hahn Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Edward &
Shirley

Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed



Delaney 

9/23/2013 Donald &
Patricia
Hallock 

Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 David Berry Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Kristie Kemp Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Betty Dostinich Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Betty Gardner Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Lillian
Baraeither 

Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/23/2013 Gene & Frances
Silveira 

Complete Re DCISC October 9, 2013 public tour of DCP;
confirmed

9/26/2013 Rochelle
Becker
Alliance for
Nuclear
Responsibility

Close Email inquiry re transcript of September 4, 2013
public meeting;
9/27/2013 Email acknowledgement sent;
9/27/2013 Email response received.
10/3/2013 Email re fire protection at DCPP and
agenda request
10/3/2013 Email acknowledgement sent,
material forwarded to Members &
Consultants; copy of September 4, 2013
Transcript provided

10/7/2013 Sherry Lewis Close Email with draft Minutes of June 2013 public
meeting sent;
10/7/2013 Email acknowledgement received.

10/10/2013 Ken Thompson
Avila Valley
Advisory
Council 

Close inquiry requesting FLEX strategy document;
10/10/2013 Email follow-up received;
10/11/2013 Email acknowledgement sent;
10/11/2013 Email with requested FLEX strategy
documents provided;
10/12/2013 Email acknowledgement received

10/21/2013 Ben Davis Close inquiry re SSHAC Conference Workshop in
Oakland;
10/21/2013 Email sent with documents re SSHAC
Conference;
10/22/2013 Email received re CEC IEPR
participation and DCPP earthquake design
basis;



10/23/2013 Email acknowledgement sent,
inquiry provided to Members & Consultants
and contact information form Dr. Abrahamson
at PG&E provided and advice re Berkeley
Ground Motion Workshop provided
11/1/2013 Email acknowledgement received re
contact and response by Dr. Abrahamson
11/2/2013 Email received with email exchange
with Dr. Abrahamson received

12/20/2013 John Geesman
Alliance for
Nuclear
Responsibility

Close Email with article from Santa Barbara
Independent re Safe Shutdown Earthquake and
request for agenda item on agenda for Feb. 12–
13 2014 public meeting re PG&E assessment of
safe shutdown earthquake methodologies and
acceptance limits and NUREG 0800 Standard
Review Plan;
12/22/2013 Acknowledgement sent, request
provided to DCISC Members
1/27/2014 Response provided with information
on fact-finding topics and agenda for February
2014 public meeting.

1/27/2014 Krysta Jaeckels Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Sandy Wirick Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Erik Mund Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Margaret
Johnson 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Ann Sudderth Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Douglas &
Esther Bugni 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Phil Compton Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Karen Jordon Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Albert
Normandin 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Lynda Flynn Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 David & Linda Complete Re DCISC February 12, 2014 public tour of DCP;



Bourne confirmed

1/27/2014 John & Marilyn
Laubach 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Craig Bitler Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Larry & Joyce
Meredith 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Richard & Roe
Racho 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Jon Hartz Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Ralph J. Hansen Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Rebecca
Robinson 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Valerie Glahn Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Theresa
Tuchman 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Richard
Bianchini 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Patrick & Grace
Stamile 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Brennan,Kerri &
Kate
Mahoney 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Paul Provence Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Stephanie
Geloeter 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 David Townes Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Reid Heffner Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Judy Thompson Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 William
Planting 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 James & Zezelia
Gingg 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Robert & Kelley Complete Re DCISC February 12, 2014 public tour of DCP;



Weir confirmed

1/27/2014 Nick Lyons Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Raymond Fuller Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 George
Wehrfritz 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Michael &
Sharon Murphy

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Kathy Jensen Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Robert & Janet
Fasulkey 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Joan Jordan Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

1/27/2014 Elizabeth
Cavanaugh 

Complete Re DCISC February 12, 2014 public tour of DCP;
confirmed

2/10/2014 Sherry Lewis Close Email sent with draft Minutes of October 2013
public meeting sent

2/12/2014 Jane Swanson
San Luis Obispo
Mothers for
Peace 

Close Email with report from NY Times regarding
cyber security;
2/12/2014 Provided to Members & Consultants
at the public meeting

2/12/2014 Ellie Ripley Close Note of thanks for DCISC’s Resolution of
Appreciation & Commendation

5/29/2014 Robert B.
Weisenmiller
CEC 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Ben Chiu Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Richard
Hendrickson 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Raju Panchal Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Kenneth &
Sandra
Wright 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Samuel &
Norma
Burton 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed



5/29/2014 Edward & Pam
Bois 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Adam Harding Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Chantal
Donahue 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Doreen Gardner Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 John Kassner Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Courtney
Carlson 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Jeanine
Scaramovzzino

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Elizabeth
Brousse 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Stephen Lamb Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Mary Ellen
Gibson 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Ralph & Joy
Hansen 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Richard Franco Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Stanley Yucikas Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Annette
Nyberg 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Epifanio
Delgado 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 John Curtin Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Lauren
Manning 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Robert Houlsby Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Kevin, Alyssa &
Jillian Keller 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Kevin Ames Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed



5/29/2014 Kate Joiner Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Sherri Bright Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Lawrence &
Karen Thomas

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 David Joseph
Boysen 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Christopher &
Sara Couch 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Kevin Barker
CEC 

Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Richard Pollak Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Delfina Alvarez Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Barbara Lane Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/29/2014 Cynthia Becker Complete Re DCISC June 11, 2014 public tour of DCP;
confirmed

5/30/2014 Rochelle
Becker
Alliance for
Nuclear
Responsibility

Close 5/30/2014 Email with Pleading filed on behalf of
Alliance for Nuclear Responsibility;
5/30/2014 Email response with
acknowledgement, document provided to
Members * Consultants

5/31/2014 Gene Nelson
Citizens for
Green 
Nuclear Power

Close 5/31 Email inquiring re procedure to provide
several documents to be provided for
Members’ consideration;
5/31/2014 Acknowledgement and response
provided
5/31-6/1 Documents provided and included with
June public meeting agenda packet.

6/1/2014 John Geesman
Alliance for
Nuclear
Responsibility

Close Email with public records request for draft
December 10–11 FF Report re load follow
operations;
6/3/2014 Email acknowledgement and response
sent;
6/11/2014 Email and letter sent in follow-up to
public records request;
6/25/2014 Email and letter send with redacted



third draft of December 10–11, 2013 FF Report

6/4/2014 Jeffrey
Setterlund 

Response
Pending

Letter with safety concerns and inquiries about
DCPP and nuclear power-related issues

6/12/2014 Gene Nelson
Citizens for
Green
Nuclear Power

Close Request for power point presentations made at
June PM;
6/18/2014 Email with power points provided
6/18/2014 Email request for information on
timing of 24th

Annual Report release and request for 17th
Annual Report;
6/20/2014 Response provided re 24th Annual

Report
7/3/2014 17th Annual Report (on disk) sent by
mail (resend);
7/3/2014 Email acknowledgement received
7/7/2014 17th Annual Report (on disk) sent by
mail

6/12/2014 Rochelle
Becker
Alliance for
Nuclear
Responsibility

Close Request for power point presentations made at
June PM;
6/18/2014 Email with power points provided

6/16/2014 Rochelle
Becker
Alliance for
Nuclear
Responsibility

Close Email confirming distribution of DCISC letter
and A4NR letter to RCNFPP;
Email acknowledgement sent
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Comments Received at DCISC Public Meetings

This exhibit provides summaries of comments and questions received by the DCISC from
members of the public at public meetings. The full text of the meeting minutes, which includes the
Committee Members’ and PG&E’s responses to the comments made and the questions asked by
members of the public at DCISC public meetings can be found in Exhibits B.3, B.6, B.9 and B.iii.

September 4, 2013 Public Meeting

Mr. John Geesman, present in the audience at Berkeley, California, was recognized during
public comment and communication to the Committee. Mr. Geesman stated he is an attorney and
represents the Alliance for Nuclear Responsibility. He complimented the DCISC for its prompt
response to the RCNFPP’s request and stated he had no quarrel with the content of the DCISC’s
report. He stated he understood from the DCISC report that the Committee had found nothing
generically wrong with any of the seven options identified by Bechtel which would degrade safety
of DCPP operations, while recognizing that more details are required before a final conclusion could
be reached. Mr. Geesman stated the Alliance for Nuclear Responsibility shares the DCISC’s belief in
the importance of the license amendment request process and he commended the Committee
members for including that issue in their report. He remarked, however, Bechtel probably has more
experience in the area of NRC license amendment requests than virtually any other firm in the
world. He commented that during the DCISC’s public meeting in June 2013 he discussed with Dr.
Budnitz the need for a license amendment in connection with new information received concerning
the Shoreline seismic fault in the vicinity of DCPP and at that time Dr. Budnitz was reluctant to
express an opinion on whether the Shoreline information was in conformity with DCPP’s license
from the NRC. Mr. Geesman inquired what was different in context of the evaluation of the Bechtel
report which motivated the DCISC to take a strong view regarding the issue of the need for a
license amendment.

Ms. Rochelle Becker of San Luis Obispo, California, present on the teleconference, was recognized
during public comment and communication to the Committee. Ms. Becker stated her belief that all
meetings of the DCISC should be held in San Luis Obispo County. She stated she serves as a
member of the State Water Resources Control Board Review Committee for Nuclear Fueled Power
Plants (RCNFPP) but was not speaking on behalf of the RCNFPP. She confirmed the RCNFPP
requested the DCISC’s review and input and she expressed her admiration for the work done by the
DCISC members in a short period of time. She remarked the RCNFPP always acknowledges the
comments and input it receives and she thanked the Committee members for their work. Ms.
Becker commented that the focus of the Alliance for Nuclear Responsibility is on the source of the



funding which would be required for the process, which the PG&E’s ratepayers may be asked to
pay. Ms. Becker commented she understands the DCISC has no authority over PG&E, as she was
involved in the process by which the DCISC was established in the late 1980's, but she expressed
her opinion that the Committee should participate in any proceedings before the California Public
Utility Commission if the conclusions and recommendations of the Committee were not adhered to.

Dr. Henriette Groote of Los Osos, California, present on the teleconference, was recognized during
public comment and communication to the Committee. Dr. Groot questioned who would be paying
for changes to DCPP were they to be implemented and who would assume liability for all the new
construction and new equipment. Dr. Groot thanked the Committee for a good job on the review of
the Bechtel report but expressed her disappointment that her questions were not answered.

Mr. David Nelson of Morro Bay, California, present on the teleconference, was recognized during
public comment and communications to the Committee. Mr. Nelson thanked the Committee for its
report and stated he shared Ms. Becker’s concern about a meeting of the DCISC held outside San
Luis Obispo County. Mr. Nelson stated his concern was with the damage and problems which once-
through cooling has caused and experienced in the past. He stated the focus should be upon dry
cooling technologies and why it works and doesn’t work. He stated there are problems with
existing cooling systems but the damage once-through cooling is doing over in the canyon should
be kept in mind. He stated this impact was not disclosed on original permits for DCPP and is
monumental. He stated his belief that DCPP should be shutdown in light of the events at Fukushima
as there are three reactors smoldering to the west. He observed the meeting of the DCISC was
good for public relations purposes but in reality neither cooling system should be in operation.

Ms. Becker was again recognized by teleconference during public comment and communication to
the Committee and she suggested that reference be included in the cover letter to the RCNFPP that
a video of this public meeting of the Committee would be available on the Committee’s website.

October 9–10, 2013 Public Meeting

Afternoon Session, October 9, 2013:

Ms. Sherry Lewis, a representative of the group San Luis Obispo Mothers for Peace (Mothers for
Peace) was recognized during public comments and communications to the Committee. Ms. Lewis
remarked she is an artist and she displayed a painting which she said represents the dangers from a
spent fuel pool fire which might ignite in a spent fuel pool at DCPP due to loss of water inventory
and the current practice within the nuclear industry of permitting increasing density of spent fuel
stored within spent fuel pools. Ms. Lewis observed the original configuration of the fuel assemblies
and the spent fuel pools ensured that if water were to leak the fuel rods would be far enough apart
that they would not catch fire. However, the Nuclear Regulatory Commission (NRC) has allowed
U.S. nuclear plants to re-rack their spent fuel pools to make them five-times denser and thereby
made the fuel more vulnerable to accident or terrorist attack. Ms. Lewis stated her opinion that in
its consideration of the density of spent fuel pool storage it is clear that while the NRC may be
committed to the safety of the public it is also committed to the economic viability of the nuclear
industry and she objects to this weighing of safety against economic factors. She stated she hoped



the DCISC was more committed to safety and to the environment than to the industry.

Ms. Jane Swanson was recognized during public comments and communications to the Committee.
Ms. Swanson identified herself as a spokesperson for Mothers for Peace and stated her group is
presently concentrating on issues of radioactive waste storage as the NRC is currently considering
its draft Generic Environmental Impact Statement on waste storage and its newly-worded Waste
Confidence Act. Ms. Swanson stated she has been unable to obtain information or answers to her
questions about the impact and use of high burnup fuels which she understood to be more
radioactive and to operate in the reactor core for a longer period of time and at higher
temperatures than conventional nuclear fuel and therefore it must remain in spent fuel pools for a
longer period of time. She stated she learned the demonstration casks for dry storage of high
burnup fuel would not be available for testing until 2015. She inquired if and if so when, DCPP
started using high burnup fuel and, if it is used what proportion does high burnup fuel constitute of
DCPP fuel and whether it is disbursed between DCPP’s two spent fuel pools. Ms. Swanson stated
Mothers for Peace continues to advocate for moving DCPP spent fuel into dry cask storage at an
accelerated rate and she remarked that dry casks proved themselves during the accident in 2011 at
the Fukushima Daiichi Nuclear Power Plant (Fukushima) in Japan as the spent fuel pools, not the dry
casks, created havoc.

Ms. Elizabeth Brousse was recognized during public comments and communications to the
Committee. Ms. Brousse stated she lives in Templeton, California, and is a supporter of Mothers for
Peace. She commented she had encountered a gentleman in the Avila Beach area who was
operating a Geiger counter and who commented the Geiger counter readings measuring
radioactivity in the local area were higher than he would have expected. She inquired why citizens
who live in the vicinity of DCPP are not encouraged to have Geiger counters to take measurements
of radioactivity around their homes and, in the case of an accident involving release of radioactivity,
to determine how long to employ protective measures. She observed that the hotel where she is
staying did not provide information concerning evacuation to its guests and some people with
whom she has spoken were unaware there is a nuclear plant in the area.

Evening Session, October 9, 2013:

Mr. David Weisman was recognized during public comments and communications to the
Committee. Mr. Weisman stated he represents the Alliance for Nuclear Responsibility and he
requested that the Committee consider making a recommendation to PG&E that the second
Ground Motion Characterization Workshop which is to be held in Berkeley, California, be
videotaped for subsequent broadcast and that a written transcript of the proceedings should be
made available. Mr. Weisman observed that while PG&E has agreed to post the viewgraphs from
the meeting on the internet, a significant amount of valuable dialog and exchange takes place
during the question and answer periods which would not be included in a viewgraph. Mr. Weisman
observed that guidelines established by the Senior Seismic Hazard Analysis Committee (SSHAC)
reference the need for complete and thorough documentation to ensure the public has the
opportunity to understand the process. While the Committee was discussing his request, Mr.
Weisman stated he received an email from the Alliance for Nuclear Responsibility’s Director, Ms.
Rochelle Becker, wherein Ms. Becker confirmed that the Berkeley, California, Ground Motion



Characterization Workshop would be videotaped and available for viewing on the web.

Ms. Linda Seeley, a member of the audience, was recognized following the presentations on
Licensee Event Reports, NRC Notices of Violations and NRC Performance Indicators. Ms. Seeley
stated she was a member of Mothers for Peace and drew the attention of the Committee to two
articles which she previously distributed to the Committee members, consultants and counsel. Ms.
Seeley thanked Mr. Baldwin for his presentation but she stated that the seismic design basis for
DCPP has been called into question by the non concurrence of the former DCPP Senior Resident
Inspector, Dr. Michael Peck, who has now been reassigned by the NRC to another plant. Ms. Seeley
stated that Dr. Peck questioned the capacity of the various seismic faults in the area to produce
ground motion in excess of the double design earthquake seismic design basis for the plant. She
stated that as PG&E has withdrawn its application for a license extension for DCPP and the NRC is
reevaluating its Waste Confidence Rule, certain evaluations appear to be on hold. But she wanted
to dispel the impression persons unfamiliar with DCPP might have from Mr. Baldwin’s presentation
that everything is fine, as she stated DCPP is fundamentally flawed in that it is not properly
designed and essential safety backup systems are not able to withstand the possible ground motion
produced by an earthquake on the San Luis Bay, Los Osos, or other faults in the area. Ms. Seeley
stated this was a fundamental safety issue for DCPP and she encouraged all the DCISC members to
review the information in the report of the Independent Peer Review Panel established by the
California Public Utilities Commission which she distributed to the members and consultants. Ms.
Seeley alleged that PG&E has misreported results of the seismic evaluation of ground motion, as
confirmed by the report of the Independent Peer Review Panel and by Dr. Peck. She stated her
opinion that the plant should immediately be shut down, however, the only organization with the
power to do so, the NRC, is colluding with PG&E because the NRC changed Dr. Peck’s initial report.
Ms. Seeley stated the Independent Peer Review Panel’s report confirms Dr. Peck’s science. She
stated that while DCPP might be a very good employer and provide financial benefits to the
community, all that would be worthless if there was a release of radioactivity from DCPP and this
matter cannot be a matter of money as money and safety are two entirely different issues. She
closed her comments by thanking the DCISC for coming to the local area.

Ms. Sherry Lewis, a member of the audience, was recognized following the presentations on
Licensee Event Reports, NRC Notices of Violations and NRC Performance Indicators. Ms. Lewis
identified herself as a member of Mothers for Peace and stated that she did not believe that Dr.
Peck was transferred from DCPP to another facility simply as a matter of routine reassignment. She
stated that while the NRC staff may have disagreed with Dr. Peck’s report that does not mean the
NRC staff is made up of all independent thinkers and Dr. Peck might still be correct. Ms. Lewis
stated that at Fukushima there were several local faults which were not assumed or believed to be
capable of a simultaneous event. However, that proved to be an incorrect assumption and the idea
that seismic faults can trigger one another cannot be ruled out and should that occur the results
could be much different from the predictions.

Mr. David Weisman was recognized following the remarks by NRC Senior Resident Inspector at
DCPP Mr. Thomas Hipschman. Mr. Weisman stated he represents the Alliance for Nuclear
Responsibility and he thanked Mr. Hipschman for his presentation. Mr. Weisman questioned how
the public can begin to gain any confidence in the NRC’s Resident Inspection Program after having



witnessed, over the past two years, the system by which the previous Senior Resident Inspector’s,
Dr. Michael Peck, concerns about a violation of the license and the seismic design basis for DCPP
was basically obfuscated to the point to being literally snuffed out by management. Mr. Weisman
stated the Alliance for Nuclear Responsibility has reviewed what he termed less than collegial
emails between PG&E and the NRC in reference to Dr. Peck and Dr. Peck’s findings. Mr. Weisman
observed this process has created a de facto license amendment for DCPP as NRC staff made the
decisions to wait until 2015 for the results of seismic studies to make a determination concerning
the plant’s seismic design basis. He stated the Alliance for Nuclear Responsibility has yet to receive
information concerning resolution of this issue despite numerous letters to the NRC’s Chair. Mr.
Weisman observed there is probably no more serious issue at DCPP than that involving the seismic
design basis for the plant. Mr. Weisman questioned how Mr. Hipschman plans on dealing with
these issues given that the same people remain in place within Region IV.

Ms. Sherry Lewis was recognized following the remarks by the NRC Senior Resident Inspector and
she inquired about the mission statement of the NRC. Dr. Budnitz and Mr. Hipschman responded
that the mission statement of the NRC is to protect the public health and safety, common defense
and security, and the environment.

Morning Session, October 10, 2013:

Dr. Henriette Groote was recognized during public comments and communications to the
Committee. Dr. Groote began her remarks by thanking the Committee members for the important
work they do as the only such independent nuclear safety committee in the nation. Dr. Groote
remarked she hoped the members were following the events at the San Onofre Nuclear Generating
Stations (SONGS) as there might be lessons to be taken from the experience at SONGS for the
future closure of DCPP. She inquired what would happen to the DCISC in the event DCPP should
close as there would be safety issues involved with decommissioning of DCPP.

Ms. Sherry Lewis was recognized following the presentation on the DCPP Quality Verification
Organization. Ms. Lewis identified herself as a member of Mothers for Peace and inquired
concerning the source of funding for the DCPP QV organization operations. Ms. Lewis commented
that the experience at SONGS concerning the steam generators demonstrates that things can slip
through despite efforts to verify quality and that any such efforts were not foolproof.

Ms. Jane Swanson was recognized following the presentation on plans to assure spent fuel cooling
and monitoring during beyond design basis conditions. Ms. Swanson stated she represented
Mothers for Peace and remarked that she was shocked to realize that DCPP has been operating for
decades without adequate instrumentation to monitor the level of water in its SFPs. She remarked
that the new, extra equipment which is being made available through the FLEX initiative, while it
may have its uses, does not address the first and primary recommendation by the NRC-appointed
post Fukushima Near Term Task Force that the NRC should clarify the patchwork of regulatory
requirements governing beyond design basis events. She read a statement from the Union of
Concerned Scientists which maintained the nuclear power industry’s development of FLEX was
prompted by its appeal to the industry due to its cheaper cost as compared to hardening existing
equipment. Now that DCPP and other plants are adopting FLEX and taking actions based on its



principles, the Union of Concerned Scientists believes it may make it difficult for the NRC to impose
higher standards and Ms. Swanson stated this represents a case of the “Industry wagging the
regulatory dog.” Ms. Swanson stated it was also her opinion that this represents a perfect and
complete example of regulatory capture by the industry. Ms. Swanson remarked the NRC should be
telling DCPP what to do to cope with beyond design basis accidents rather than the plant owners
developing new equipment and strategies while ignoring larger problems.

Ms. Sherry Lewis was recognized following the presentation on plans to assure spent fuel cooling
and monitoring during beyond design basis conditions. Ms. Lewis stated she was a member of
Mothers for Peace. Ms. Lewis stated the possibility of terrorism affecting the SFPs needed to be
addressed as there was a certain likelihood of such events given the world situation. She stated that
there should be at the very least a hardened containment dome over the spent fuel pools. Ms.
Lewis stated that the inability to discuss security issues in a public forum could also be
representative of a cover-up of inadequate security measures. Ms. Lewis stated it was her
understanding that air introduced through boiling into a spent fuel pool could cause the fuel’s
zirconium cladding to ignite.

Dr. Henriette Groote was recognized following the presentation on plans to assure spent fuel
cooling and monitoring during beyond design basis conditions. Dr. Groote identified herself as a
member of Mothers for Peace and inquired whether there is any sort of video recording of other
visual observation of the DCPP spent fuel pools by a camcorder or other device.

Dr. Henriette Groote was recognized following the DCISC’ discussion concerning schedules and
agenda for periodic fact-finding at DCPP. Dr. Groote identified herself as a psychologist and
member of Mothers for Peace. Dr. Groote commented that direct experience or observation is
often irreplaceable and she stated she was pleased the Committee is flexible in its methods of
observation and she cautioned the members not to be too selective in their observations as the
activities under observation are taking place in a nuclear power plant.

Afternoon Session, October 10, 2013:

Dr. Henriette Groote, a member of Mothers for Peace, was recognized following the presentation
on U-2 pressurizer structural weld overlays. Dr. Groote observed that a plot of the data points,
comparing them over time, obtained by the two different types of analysis, UT and Phased Array,
might have been useful in this analysis.

Dr. Henriette Groote of Mothers for Peace was recognized following the presentation on plans for
spent fuel management. Dr. Groote inquired whether it was correct that although DCPP is licensed
for a higher fuel burnup rate, the plant has not approached or exceeded that license limit. Dr.
Groote further inquired about what informs a decision to go to higher burnup fuels, concerning
burnup capacity and waste, and the wisdom of using high burnup fuels.

Ms. Sherry Lewis of Mothers for Peace was recognized following the presentation on plans for
spent fuel management. Ms. Lewis inquired what defines high burnup fuel. Ms. Lewis stated she
advocates for the transfer of more fuel assemblies to dry cask storage but now understands that



having older assemblies within the spent fuel pools with freshly offloaded fuel will absorb more
heat than water alone. Ms. Lewis stated she is also an advocate for open racking in spent fuel pools
and opposes the current use of closed racking in the DCPP spent fuel pools.

February 12–13, 2014 Public Meeting

Afternoon Session, February 12, 2014:

Mr. John Geesman, representing the Alliance for Nuclear Responsibility, was recognized during
public comments and communications to the Committee. Mr. Geesman expressed his thanks to the
members for their service on the DCISC and stated the State of California and the local community
benefit from the attention given by the Committee to important issues regarding nuclear safety.
Mr. Geesman remarked that the Exelon Corporation is expected to soon announce its decision on
whether to continue operations at the Clinton and Quad Cities Nuclear Generating Stations in
Illinois and he stated that the issues involved in Exelon’s decision, changing electricity supply
portfolios and electric load demand, might have implications for DCPP’s current full-time operation.
He remarked that the Minutes from the June 5-6, 2013 DCISC public meeting include a discussion of
the possibility of negative electric rates due to wind and solar generation availability and he stated
this might have the potential to cause a negative impact on operational safety at DCPP which may
need to be addressed in the near future. Mr. Geesman suggested on behalf of Alliance for Nuclear
Responsibility that the Committee accelerate its consideration of this issue as it is deserving of the
DCISC’s careful attention.

The Chair requested public comment on the DCISC’s review of PG&E’s Response to the
recommendations made in the DCISC’s 23rd Annual Report and Mr. John Geesman was recognized.

Mr. Geesman stated that a fourth consideration should be considered with reference to SFP
inventory and that was based upon the adage that it is better not to put all of your eggs in one, or
in the case of DCPP two SFP baskets. He observed it was inherently more reliable to place the spent
fuel assemblies in 138 steel and concrete encased “baskets.” He stated he agreed with Dr. Lam that
PG&E’s response to the DCISC recommendation R13-2 was unresponsive as it did not provide an
estimate of and rationale for the practical limit on the number of spent fuel bundles which could be
transferred annually to the ISFSI. He remarked that PG&E is offering the DCISC the same stonewall
it has provided to the CEC since 2008. Mr. Geesman stated that the NRC Deputy Executive Director
for Reactors and Preparedness Programs has indicated that the expedited transfer of spent fuel to
achieve low density storage in a SFP would be arguably safer but that the NRC staff did not believe
the difference in safety was sufficient to satisfy requirements of cost-effectiveness to meet the
NRC’s back-fit rule. He asked the Committee to focus on DCPP and on the example set by SONGS
which has emphasized a plan to move spent fuel from its SFPs to dry storage as quickly as possible,
consistent with the policy and advice of the CEC. He stated that he was willing to accept, for
purposes of argument, the NRC’s conclusion that SFP storage is equally as safe as dry cask storage
but in the case of DCPP a state regulatory agency has consistently advised PG&E and Southern
California Edison Company to move spent fuel out of the SFPs and into dry cask storage as quickly
as possible and PG&E should be expected to do so. Mr. Geesman stated when he questioned
PG&E’s Senior Vice President and Chief Nuclear Officer, Mr. Ed Halpin, on this issue, Mr. Halpin



stated PG&E planned to move fuel into six dry casks each year through the end of the license period
which, according to Mr. Geesman’s calculations, would leave 73 of a potential total of 138 dry casks
undeployed at the end of the license period and result in only utilizing less than half of the concrete
storage pad capacity of the ISFSI by 2025. He observed PG&E has indicated in its response to the
DCISC that the minimum allowable level for SFP inventory will be achieved by the end of 2016, but
he advised the Committee to insist that PG&E comply with the direction it has received from the
CEC for the last five years. Mr. Geesman stated further that his focus for this issue was DCPP and he
questioned whether the same logic described by Mr. Linnen would apply in a decommissioning
context and he observed that none of the plants in decommissioned status want to retain fuel in
their SFPs and it was likely more reliable to get the transfer to dry casks paid for by current
ratepayers who have actually received the benefit of the electricity produced by the plant rather
than to be faced by a decommissioning scenario which could require expedited reduction of SFP
inventories.

Ms. Jane Swanson, a representative of the group San Luis Obispo Mothers for Peace was
recognized following consideration of matters on the Open items List. Ms. Swanson stated that she
supported the Committee’s review of the nuclear industry’s FLEX initiative, intended to provide a
flexible response capability in the event of a beyond design basis accident at a nuclear plant, but she
stated she suspected there was a possibility the nuclear industry created the FLEX initiative in order
to avoid the imposition of more stringent requirements by the NRC concerning post Fukushima
lessons learned. She characterized this as the industry trying to make an “end run” around the
regulator. Ms. Swanson remarked she remains cynical concerning the industry’s motivation for FLEX
and she looks forward to hearing more concerning the DCISC’s review.

Mr. John Geesman speaking on behalf of Alliance for Nuclear Responsibility was recognized
following discussion of the December 10–11, 2013, fact-finding visit. He stated that the Committee
was correct in deferring its approval of the section of the December 2013 Fact Finding Report
concerning the load following issue due to proprietary concerns and he observed under California’s
Bagley Keene Open Meeting Act and the California Public Records Act, members of the public are
entitled to copies of the Committee’s fact-finding reports. He acknowledged he recognized that
information derived from the DCISC’s review of INPO reports was also confidential but stated it was
his understanding that INPO had recently downgraded DCPP from a Level 1 to a Level 2 rating. He
further observed that the matter of the Containment equipment hatch seismic qualification not
having been identified during thirty years of DCPP’s operation was troubling to him. He reminded
the Committee that during a meeting with the Santa Barbara County Emergency Manager in August
2011 DCISC representatives stated the Committee was confident that all DCPP seismic studies were
part of the most rigorous and extensive peer review system in the world. He stated that while he
did not dispute that assertion, if an issue such as that with the Containment equipment hatch could
have been missed there are real concerns about the quality of analysis that has been done for the
plant.

Ms. Jane Swanson representing Mothers for Peace was recognized following discussion of the
December 10–11, 2013, fact-finding visit. Ms. Swanson commented that she was aware of an article
by Mr. David Sanger in a January 2014 edition of the New York Times concerning the ability of the
federal government to infiltrate computer systems even though those systems may be isolated



from the worldwide web. She stated her opinion that a statement that it is not possible to infiltrate
a computer system is open to question.

Ms. Swanson was again recognized following discussion of the December 10–11, 2013, fact-finding
visit and stated she has reviewed the issue of the distribution of the emergency planning calendars
to students at California State Polytechnic University at San Luis Obispo (Cal Poly) with Mr. Alsop,
the OES Manager, and that she received and accepted Mr. Alsop’s assurance that outreach to Cal
Poly’s students has been improved. Ms. Swanson, in response to an inquiry questioned, however,
whether adequate efforts were also being extended to students at Cuesta College as it was her
understanding those efforts were just beginning and she encouraged the DCISC to follow up on this
issue with Cuesta College officials. Ms. Swanson state she spoke with some Cal Poly students and
received affirmative responses from first year students when asked if they received calendars but
she was not sure about the distribution to upper class students but she stated she was pleased
with the greater efforts being made.

Following presentations by Consultants Wardell and Linnen on the fact finding reports, the Chair
then invited public comment on the presentations. Mr. John Geesman representing the Alliance for
Nuclear Responsibility was recognized. Mr. Geesman stated he was not requesting that the
Committee assess what standards should be employed but he called to the members attention the
issues he raised in the past over the safe shutdown earthquake criteria and how PG&E was
attempting to amend its license for DCPP to address how to incorporate information about the
Shoreline Fault and to attempt to change its safe shutdown earthquake basis. He stated the NRC
requested that PG&E assemble a table to contrast the Hosgri Fault analysis, and identify where the
Hosgri evaluation varied from the standard review plan which the NRC adopted in 1996, as PG&E
was proposing that the Hosgri criteria be substituted for the double design earthquake as the safe
shutdown earthquake standard for the plant. Mr. Geesman stated his understanding that the 10
CFR 50.54(f) process, which the NRC initiated on March 12, 2012, is intended to apply modern
standards of analysis to the seismic hazard at DCPP. He stated he was unable to discern whether
PG&E is actually doing the analysis although he suspected this was the case and he stated his letter
to the DCISC was to suggest that the Committee seek a progress report on that analysis which
includes a 331-page compilation of deviations from the 1996 standards. He stated that the
controversy over the safe shutdown earthquake standards was a “red flag” as were the non
concurrence report and initiation of the NRC’s Differing Professional Opinion Program by former
DCPP NRC Senior Resident Inspector Dr. Michael Peck, as well as the report of the California Public
Utilities Commission’s (CPUC) Independent Peer Review Panel which criticized the ground motion
characterization assumption in the Senior Seismic Hazard Analysis Committee (SSHAC) analysis. He
stated he was not asking the Committee to engage in second guessing any of these issues but
rather to intensify its scrutiny of the seismic review being performed by PG&E. He remarked there
were also a number of other red flags including criticism based on a lack of data in the NRC’s
research and in an information report issued in the fall of 2012 addressing the Shoreline Fault. Mr.
Geesman stated his belief that it was reasonable to ask PG&E to provide a public status report on
their analysis and response to various institutional criticisms. Mr. Geesman remarked that the
Shoreline Fault remains an unknown contributor and in response to Dr. Budnitz remarks Mr.
Geesman observed Dr. Budnitz identified yet another red flag.



Ms. Sherry Lewis, a representative Mothers for Peace was recognized following the reports on the
fact finding reports. Ms. Lewis observed that when the NRC or PG&E stated that it is not cost
effective to transfer spent fuel from wet storage in the spent fuel pools to dry cask storage, their
conclusions are not detailed or documented. Ms. Lewis stated she believed it to be within the
DCISC’s remit to make the requests of PG&E and the NRC, as Mr. Geesman asked the Committee to
do.

Evening Session, February 12, 2014:

Ms. Sherry Lewis was recognized during public comments and communications to the Committee.
Ms. Lewis stated she was a member of Mothers for Peace and that she wished to address issues
concerning probabilistic seismic hazard analysis. She commended the DCISC to a book by Mr. Robin
McGuire entitled Seismic Hazard and Risk Analysis and she remarked that upon review she came to
perceive a flaw in the system of seismic hazard analysis involving the quantification of the loss or
damage as a result of seismic events. Ms. Lewis stated there is a distinction between damage and
loss and she stated a nuclear accident is qualitatively different from fire, flood or earthquake in
context of damage or loss due to the tremendous replacement cost of returning the affected area
to its previous state. She stated no insurance is available to cover such losses and the element of
the time required, perhaps the entirety of human eternity, must be considered. Ms. Lewis stated
the SSHAC studies are valuable and they feed into the cost-benefit decision making analysis but the
long-term effect of nuclear devastation is unknown but is critical to any cost-benefit analysis. Ms.
Lewis stated her opinion that the nuclear industry and the NRC are ignoring the extreme,
qualitatively different, consequences of a nuclear accident.

Mr. John Geesman was recognized following the presentation on the potential implications of
accelerating the movement of spent fuel from the spent fuel pools to the Independent Dry Cask
Storage Installation and decreasing the final inventory of the spent fuel pools. Mr. Geesman stated
he spoke on behalf of Alliance for Nuclear Responsibility and that while he admired Mr. Strickland’s
expertise he believes PG&E has not met its responsibility to provide an adequate response to the
DCISC’s second recommendation in its 23rd Annual Report to provide an estimate of the annual rate

that would accomplish the objective of an accelerated transfer of spent fuel at DCPP from wet to
dry storage. Mr. Geesman stated in Mr. Strickland’s presentation the number of casks the plant
expects to load was increased from the information previously reported to NRC inspectors in April
2103, from what Chief Nuclear Officer Halpin reported to the CPUC in August of 2013, and from
what Mr. Loren Sharp of PG&E testified to in November 2013. Mr. Geesman observed the first two
pads will reach capacity by 2017 and the plans thereafter will barely exceed the need for one
additional pad by 2025. This pace, which he described as casual, would leave 73 to 79 of a potential
total of 138 casks undeployed and more than half the capacity of the concrete pads unutilized in
2025. Mr. Geesman stated that perhaps the heat loading capacity of the new casks might be
something which could be considered for modification by a license amendment request to the
NRC. He observed that Southern California Edison testified before the CPUC in November that it is
seeking such an amendment for SONGS in order to accommodate higher burn-up fuel and expects
to be able to reduce the cooling period from what has been estimated to be as long as 15 years. He
further observed that PG&E has a License Amendment Request pending with the NRC which



indicates PG&E believes a cooling off period of five years might serve as a baseline assumption.
However, Mr. Geesman stated that what PG&E is politely telling the Committee and the public is
that “we don’t have to do this, we don’t want to do this, and you can’t make us to this.” Mr.
Geesman closed his comments by stated that the DCISC should recommend that PG&E comply with
the recommendation of the CEC that the transfer of spent fuel from wet to dry storage be
accelerated, consistent with NRC regulations, as rapidly as possible.

Ms. Jane Swanson was recognized following the presentation on the potential implications of
accelerating the movement of spent fuel from the spent fuel pools to the Independent Dry Cask
Storage Installation and decreasing the final inventory of the spent fuel pools. Ms. Swanson stated
she spoke on behalf of Mothers for Peace and she thanked Mr. Geesman for his remarks. She posed
two questions to Mr. Strickland, which she remarked Mothers for Peace has asked repeatedly but
has yet to receive a satisfactory answer. She inquired as to the definition of high burn-up fuel and
whether PG&E has a specific definition of high burn-up fuel and she inquired in what year did DCPP
start using high burn-up fuel.

Mr. Geesman was again recognized on behalf of Alliance for Nuclear Responsibility, following the
presentation on the potential implications of accelerating the movement of spent fuel from the
spent fuel pools to the Independent Dry Cask Storage Installation and decreasing the final
inventory of the spent fuel pools, and he recommended that the DCISC evaluate and review
Southern California Edison’s Irradiated Fuel Management Plan for SONGS which will be part of the
public decommissioning plan for that plant and stated his believe that this plan represents the best
benchmark of PG&E’s performance. Mr. Geesman was again recognized and he stated that by
California’s historical standards DCPP was a rapidly aging plant approaching the end of its actuarial
survivorship projection in that California’s other seven nuclear power plants achieved much shorter
operational periods relative to their respective license expectancies.

Morning Session, February 13, 2014:

Ms. Rochelle Becker was recognized during public comments and communications to the
Committee. Ms. Becker stated she represents the Alliance for Nuclear Responsibility and she
remarked that when responding to earlier comments and questions from members of the public the
Committee stated that it did not have the power to require or force PG&E to do anything. She
remarked she was familiar with the DCISC’s Charter from the CPUC, having been involved with
issues concerning the DCISC since its inception. Ms. Becker observed that the DCISC’s Charter did
not prevent it from providing a list of the Committee’s recommendations to PG&E, similar to what
the CEC provides in its Integrated Energy Policy Reports, and it would be helpful if the DCISC Annual
Report were to contain a list of recommendations made each year by the Committee as the public
could then take those recommendations and educate legislators and oversight agencies as to the
DCISC’s recommendations to PG&E and she recommended to the Committee that such a section be
included in every Annual Report.

Mr. John Geesman was recognized following the presentation on the status and plans for
implementing the personnel Seismic Safety Action Plan. Mr. Geesman, representing Alliance for
Nuclear Responsibility, stated he would not draw the same conclusion from Mr. Pazdan’s



presentation as just stated by Dr. Lam. He commended the DCISC and Dr. Peterson for the effort
and perseverance on the subject of personnel seismic safety and remarked the issue has been the
subject of recommendations in two previous DCISC Annual Reports before it received what he
would characterize as adequate attention from PG&E. He remarked a mid-2012 Fact Finding Report
by Dr. Peterson and Mr. Wardell found cabinets in the control room to be unstable in an
earthquake, tall cabinets in a shift manager’s office to have been installed without seismic bracing,
and screw anchors having been installed in drywall, all of which demonstrated that little progress
had been made at DCPP prior to this time on these issues. He stated his belief that the acceptance
of existing conditions can create an underlying belief that earthquakes will not occur in a
geographic area and from 2010 to date that many similar cultural problems pervaded PG&E’s
approach to seismic design issues. He observed that it was in September of 2010 when Dr. Michael
Peck, then the Senior NRC Resident Inspector at DCPP, raised his concern as to whether the
presence of the Shoreline Fault resulted in the plant exceeding the NRC’s safe shutdown
earthquake requirements. He stated PG&E’s response was to attempt to change the safe shutdown
earthquake definition and that this was indicative of a cultural issue which extends to the spare data
collection efforts supporting the ground motion model. He requested, on behalf of the Alliance for
Nuclear Responsibility and the public, that the Committee request DCPP management to provide
the authority and inclination necessary to assure the Committee members that this pervasive
cultural problem does not undercut the plant’s review of its seismic design.

Mr. Geesman was again recognized following the presentation on the status and plans for
implementing the personnel Seismic Safety Action Plan and he observed that the gas transmission
pipeline explosion in San Bruno, California occurred as a result of lack of oversight by PG&E and its
management and was indicative of a deeply flawed probabilistic assessment process and the
human tendency to rely on legacy analyses and practices and Mr. Geesman suggested yet another
red flag which should be evaluated in regard to the plant’s seismic assessment and design.

Mr. Geesman, following the presentation on the status and plans for implementing the personnel
Seismic Safety Action Plan, in response to Dr. Budnitz’ comment on the disagreement with Dr. Peck
by the seven experts reviewing Dr. Peck’s conclusions, called the Committee’s attention to certain
documents which were identified in the CPUC review process wherein Dr. Peck’s supervisor advised
PG&E that its failure to do the double design earthquake calculation made it appear PG&E was
covering something up. He observed that Dr. Budnitz stated at a previous public meeting the
reason for not applying the damping assumptions and soil structure interactions associated with
the double design earthquake to the Shoreline Fault was because it would not yield a physical
calculation. Mr. Geesman stated that this conclusion was included in the disagreement and was
literally an override of Dr. Peck’s concern. But when the NRC management chose not to change the
safe shutdown earthquake and chose to reiterate that the double design earthquake remained the
safe shutdown earthquake and directed PG&E to use it, in its 10 CFR 50.54 analysis the NRC did not
include the conclusion disavowing the damping or soil structure interaction assumptions and he
stated there is a great deal of division within the NRC over this question which remains unresolved.
He also remarked, with reference to Dr. Budnitz’ metaphor, the safe shutdown earthquake does
not represent a speed limit but rather a stop sign and he commented the question is whether it is
safe to continue to ignore that stop sign on a probabilistic basis and he observed that when the NRC



left the stop sign in place PG&E’s first response was to try to get rid of it. Mr. Geesman remarked it
now appears that it won’t be until 2016 or 2017, after the problem was identified by Dr. Peck in 2010,
until the 10 CFR 50.54 process is completed and he submitted this is too long a time to have a stop
sign in place where there is some type of tacit consensus that it can simply be ignored. Mr.
Geesman observed he believed every PG&E employee in the company’s gas department believed
that the San Bruno pipeline was adequately safe.

Ms. Sherry Lewis was recognized following the presentation on the status and plans for
implementing the personnel Seismic Safety Action Plan. Ms. Lewis stated she represented Mothers
for Peace and she remarked the issue that she finds most significant is whether or not something is
very expensive to deal with and following the double design basis will require changes that will be
very expensive for PG&E and so she observed the issue comes back to a determination or a belief
that something is safe enough and beliefs can be a form of denial. She stated the comparison with
the Containment hatch closure issue was to something that probably did not cost PG&E very much
but to bring the plant and its equipment up to a new double design earthquake standard because
of the Shoreline earthquake will be very expensive and she stated that a problem in getting rid of
the double design earthquake is that some margin would be lost and it is necessary that, whatever
design basis is established, there is sufficient margin.

Mr. John Geesman was recognized following the presentation on the results of the 2013 Operating
Plan and key elements of the 2014 Operating Plan. Mr. Geesman stated he spoke on behalf of
Alliance for Nuclear Responsibility and he inquired whether Ms. Walter would address the recent
downgrade of DCPP’s rating by the Institute of Nuclear Power Operations (INPO) and whether the
downgrade by INPO triggered any changes in the Operating Plan as it was his belief this downgrade
contrasted with the information presented during Ms. Walter’s presentation. Mr. Geesman
remarked that he found Ms. Walter’s presentation to be saccharine in tone and to have ignored the
fact that the downgrade by INPO had taken place. Mr. Geesman replied that he knew from his
personal experience within the regulatory community that INPO’s rating of a nuclear power plant is
given great weight and carries considerable significance and he stated he was surprised PG&E did
not address the subject of DCPP’s INPO rating in appropriate general terms.

Ms. Jane Swanson was recognized following the presentation on the results of the 2013 Operating
Plan and key elements of the 2014 Operating Plan. Ms. Swanson stated she represented Mothers
for Peace and while she was gratified the current DCPP senior management is supportive of the
efforts described by Ms. Walter, she had several inquiries. She inquired whether Ms. Walter’s
organization trains contract employees brought onsite. She stated she found a reference during
Ms. Walter’s presentation to monetary benefits to the local community from the workers brought
from outside the local area to work at DCPP to be irrelevant to the Committee’s inquiry. Ms.
Swanson stated that the concept of As Low As Reasonably Achievable (ALARA) which is sometimes
used when discussing radiation dose rates does not equate to safety and ALARA represents an
inherent compromise as if radiation levels were required to be safe all nuclear facilities would be
shut down. Ms. Swanson stated she found it a positive development that 19% of PG&E’s electrical
generation capacity was produced by sustainable, non carbon, sources such as hydro and
geothermal plants.



Mr. Eric Woodhouse, a resident of Shell Beach, California, was recognized following the
presentation on the results of the 2013 Operating Plan and key elements of the 2014 Operating
Plan. Mr. Woodhouse thanked the members of the DCISC for their important work. He stated he
has a degree in physics and that he believes nuclear power is the best of other alternative energy
sources. Mr. Woodhouse stated he spent twenty years of his professional career managing the
largest cement and concrete company in California and stated that in his experience laxity in one
area with regard to safety can carry over into another area and accidents often occur when
individuals opt to take shortcuts they sometimes believe to be in the best interests of the company.
He remarked that he spent much time and effort to change that perception among his employees.
Mr. Woodhouse commented on the importance of PG&E senior management’s efforts to instill a
safety culture at DCPP. Mr. Woodhouse stated he found Ms. Walter’s presentation to be different in
tone from an earlier presentation at a previous public meeting of the DCISC he attended in San Luis
Obispo during which the response to the accident at Fukushima was discussed when he formed the
impression that PG&E was being somewhat arrogant with regard to its response to those issues.
Mr. Woodhouse stated he believed DCPP senior management getting out into the plant and
explaining the objectives of the company and that safety was the number one objective was a
positive development because without safety everything else disappears.

Ms. Sherry Lewis was recognized following the presentation on the results of the 2013 Operating
Plan and key elements of the 2014 Operating Plan. Ms. Lewis stated she was with Mothers for
Peace and she stated her belief that the idea of a good safety culture amongst the workforce at
DCPP was somewhat akin to how America is viewed in the Middle East where there are areas where
the U.S. government is hated and not trusted but the U.S. population is well liked. She stated this
could be true of PG&E in that the workers are fine but the corporation is too concerned with its
financial bottom line.

June 11–12, 2014 Public Meeting.

Afternoon Session, June 11, 2014:

Dr. Gene Nelson was recognized during public comments and communications to the Committee.
Dr. Nelson stated he holds a Ph.D. in radiation biophysics and serves as a faculty member at the
California Polytechnic Institute at San Luis Obispo (Cal Poly) Engineering Department and also as a
faculty member at the Cuesta College Physical Sciences Department. He referred the DCISC to a
report by Mr. Joseph Mangano which he stated made false allegations of health risks associated
with DCPP. He referred to documents he previously provided to the DCISC by email and which were
included in the public agenda packet for this meeting. Dr. Nelson stated the report by Mr. Mangano
contained preconceived conclusions and there may have been a financial incentive for Mr.
Mangano to create fear. Dr. Nelson stated that Health Department and State Cancer Registry data
shows the selective inclusion and exclusion of certain zip codes in Mr. Mangano’s analysis
contributed to alleged effects on low birth rates and incidents of cancer and this is the hallmark of
what he termed “cherry-picking” data. He stated that age-adjusted cancer rates have remained
unchanged or declined in the local area and that was consistent with his observations after having
worked briefly at DCPP.



Mr. John Geesman was recognized during public comments and communications to the Committee.
Mr. Geesman stated he was speaking on behalf of the Alliance for Nuclear Responsibility. Mr.
Geesman thanked the DCISC Members for their service and he stated that much has transpired
since the last meeting of the DCISC in February 2014. He observed that Pacific Gas & Electric Co.
(PG&E) has since been indicted by the U.S. Department of Justice for 12 safety-related criminal
counts related to its natural gas system. While he acknowledged PG&E is entitled to the
presumption of innocence, he remarked this indictment was unprecedented among nuclear
licensees in the United States and should inform the rigor of the DCISC’s scrutiny of DCPP. Mr.
Geesman remarked that since the last meeting of the DCISC the Institute of Nuclear Power
Operations (INPO) has downgraded DCPP’s performance. While he acknowledged that INPO data is
not discussed publicly by the DCISC he remarked this represents a problem with PG&E’s corporate
culture which the DCISC should be aware of as it may pervade each of the safety-related topics
under its consideration.

Ms. Sherry Lewis was recognized during public comments and communications to the Committee.
Mr. Lewis stated she was a member of the group San Luis Obispo Mothers for Peace (Mothers for
Peace) and she commented that while she was unfamiliar with the work of Mr. Mangano, Mothers
for Peace has asked over several years for a study of the health effects in the San Luis Obispo
County before and after DCPP began operations and she stated no such study has been conducted.

Mr. William Gloege was recognized during public comment and communications to the Committee.
Mr. Gloege stated he lived in Orcutt, California, and was appreciative of the clean air which the
operation of DCPP has allowed him to enjoy instead of fossil fuel-contaminated air which is known
to cause persons to become ill. Mr. Gloege stated he was disturbed by those persons who claim to
be environmentalists and concerned about human life but are also working to try to shut down
DCPP. He remarked he has toured the plant twice and was impressed with its safety record, and
that of all U.S. nuclear power plants, and he stated he appreciated the part played by the DCISC in
the effort to keep nuclear power safe. Mr. Gloege stated Mr. Mangano’s charges were investigated
and found to be irresponsible by San Luis Obispo and Santa Barbara Counties and by the NRC. Mr.
Gloege observed that there have been no serious accidents at DCPP and he remains impressed by
the attention paid to detail at the plant and he wished that fossil fuel plants demonstrated a similar
attention to detail before they are closed down. He stated he appreciated the DCISC being in the
local community for the citizens.

Mr. Robert Walthin was recognized following the presentation on the April 16–17, 2014, fact-
finding. Mr. Walthin stated he lives in Arroyo Grande, California and was employed as a reactor
operator at DCPP for 30 years and had recently retired. Mr. Walthin inquired as to the contribution
of the contractor personnel to the flashover event discussed during Mr. Linnen’s presentation
because, in his experience, hot washes had been performed hundreds of times without incident.

Dr. Gene Nelson was recognized following the presentation on the April 16–17, 2014, fact-finding.
Dr. Nelson stated that there may be an issue with total dissolved solids in the water and that the
data may show the equipment located closer to the ocean may have a greater problem and he
inquired whether increasing the frequency of the washing might reduce the time for contaminants
to develop.



Mr. William Gloege was recognized following the presentation on the April 16–17, 2014, fact-finding.
Mr. Gloege stated he was again reassured as a citizen that Mr. Linnen, an ex U.S. Navy submariner,
was involved in the analysis as the U.S. has conducted a safe and successful submarine program for
50 or 60 years with humans living in close proximity to nuclear reactors.

Mr. John Geesman, speaking on behalf of the Alliance for Nuclear Responsibility, was recognized
following the presentation on the March 25–26, 2014, fact-finding. Mr. Geesman stated he attended
the workshops discussed by Dr. Budnitz and he inquired about a “tornado plat” used by PG&E to
rank the significance of differing sources of seismic activity based upon what was described as their
hazard impact as determined by a model used by PG&E and Mr. Geesman stated that he saw
nothing in either of the regulations, identified by Dr. Budnitz as NUREG CR6847 and NUREG 2117
concerning how the hazard model is reviewed. Mr. Geesman observed that if one is aiming to
achieve a fundamental objective of the SSHAC process, which is to inspire regulatory confidence,
one would want the ranking mechanism or model subjected to the most rigorous external peer
review at the very outset of the process Mr. Geesman stated that based upon the SSHAC workshop
and the DCISC’s discussion today it is clear that PG&E intends to submit a final seismic report to the
NRC’s Atomic Safety and Licensing Board (ASLB), on the matter of relicensing, sometime this
month and yet the SSHAC and the 10 CFR 50.54(f) processes are not anticipated to be complete
until March 2015.

Dr. Henriette Groote was recognized following the presentation on the March 25–26, 2014, fact-
finding. Dr. Groote inquired about the root cause determination for the safety system functional
failures discussed by Mr. Wardell and also how long an EDGs can operate. She also inquired
regarding Dr. Budnitz remarks about the need to follow a protocol established 15 years ago without
asking other questions which come to mind in the interim.

Mrs. Sherry Lewis was recognized following the presentation on the March 25–26, 2014, fact-
finding. Ms. Lewis stated that she believed the probabilistic methodologies discussed fail to take
into account the low likelihood of certain things occurring which affect everything and may not
have been considered initially. She inquired whether the seismic methodology had been used prior
to the accident at Fukushima.

Following Mr. Wardell’s report on the May 21–22, 2014 fact-finding, Ms. Rochelle Becker, the
Director for the Alliance for Nuclear Responsibility was recognized. Ms. Becker stated that more
than 70% of the impacts to marine life associated with the federal cooling program are now
associated with DCPP now that the San Onofre Nuclear Generating Station (SONGS) operated by
SCE has now closed. She stated the mission of the DCISC is to protect the health and safety of the
local community and marine life is a part of that community and yet, she observed, the decision on
alternative cooling would likely be an economic one. Ms. Becker stated the DCISC was formed in
the 1980's specifically because of concerns about economic issues influencing safety impacts and
she asked the DCISC Members to keep this fact in mind. Ms. Becker stated there was definitely a
huge impact on marine life off the local coast and the community depends on that marine life and
so it is a safety consideration but will be an economic consideration. She remarked the cost
estimates for alternative cooling range from $7-$14 billion and could take up to ten years to
implement. Ms. Becker stated the Alliance for Nuclear Responsibility’s position from the beginning



was to let PG&E continue to operate to the end of its life but not continue to allow DCPP to destroy
the marine coastal resources with cooling tower and screening and other things which might be
worse and not to allow PG&E to continue while there is an impact on marine life. She stated
allowing PG&E to operate to the end of its license but carefully saying that it cannot go beyond that
time because it is not cost effective to implement and it is too detrimental not to implement these
programs. She closed her remarks by asking the DCISC to keep economics in mind when taking
about safety.

Mr. Robert Walthin was recognized following the presentation on the May 21–22, 2014 fact-finding.
Mr. Walthin inquired concerning the issues involved with the design quality effectiveness review
discussed by Mr. Wardell. Mr. Walthin commented that the design changes discussed by Mr.
Wardell were done under project control by DCPP as he was working at the plant at that time.

Mr. Stanley Yucikas, a resident of San Luis Obispo, was recognized following the presentation on
the May 21–22, 2014 fact-finding. Mr. Yucikas inquired about the effect of the saltwater towers on
the dry cask storage casks. He stated his overriding concern is that although nuclear power
generates electricity, and the plant operates safely and effectively there is still a question of what
should be done with the spent fuel and he questioned whether the plant should be re licensed
without a satisfactory answer to what will be done with the waste which is currently stored onsite
and he inquired about the DCISC’s concerns with the storage of spent fuel at the end of the plant’s
operational life.

Mr. William Gloege of Orcutt, California, was recognized following the presentation on the May 21–
22, 2014 fact-finding. Mr. Gloege stated comments about hypothetical accidents and the cost
reminds him of the human health costs from the burning of fossil fuel and that shutting a nuclear
plant is by default the choice to use fossil fuel as wind and solar only make up 2% of the total energy
output. He stated that as a result of the closure of SONGS many people are going to get sick and
die. He stated he knew of an article in the New York Times which stated $120 billion is paid every
year for health costs caused by fossil fuel and that is a comparison he makes in this matter.

Mr. John Geesman, representing the Alliance for Nuclear Responsibility, was recognized following
the presentation on the Licensing Basis Verification Project. Mr. Geesman inquired as to the role to
the Independent Review Board in evaluation a change of the safe shutdown earthquake, from the
double design earthquake, to the Hosgri earthquake design basis standards. He stated that in the
fall of 2011 PG&E filed a LAR to make such a change and then withdrew the request approximately
one year later. Westinghouse prepared a 331-page listing of areas where such a change would have
contrasted with the NRC standard review manual and he inquired whether it seemed reasonable to
expect such a change and he again asked about the role of the Independent Review Board and the
seismic qualifications of its members.

Ms. Jane Swanson, representing Mothers for Peace, was recognized following the presentation on
the Licensing Basis Verification Project. Ms. Swanson inquired as to the percentage of the LBVP
completed to date and stated the LBVP has been going on for years and she inquired as to when it
commenced and when it is expected to be complete.



Ms. Rochelle Becker, Executive Director for the Alliance for Nuclear Responsibility, was recognized
following the presentation on the Fire Protection Program. She requested a copy of the power
point presentations given by Mr. Nelson and Mr. Hampshire.

Mr. Robert Walthin was recognized following the presentation on the Fire Protection Program and
inquired about the status of the carbon dioxide system (Cardox).

Ms. Jane Swanson of Mothers for Peace was recognized following the presentation on the Fire
Protection Program and referred the DCISC to an article by local Fire Chief Robert Lewin in the June
2012 publication Homeland Security Today entitled In the Shadow of Fukushima, Facing the Fires of
a Meltdown. Ms. Swanson stated the article emphasizes the need for local fire fighters to
coordinate with the firefighting force of a nuclear power plant and she stated she was interested in
learning more about the coordination of onsite and offsite fire fighters at DCPP.

Mr. Stanley Yucikas of San Luis Obispo was recognized following the presentation on the Fire
Protection Program. Mr. Yucikas inquired concerning training received by plant personnel in fire
suppression and whether there is an ongoing program to teach plant personnel about approaching
fire. He questioned whether the staffing levels described by Mr. Hampshire were adequate for
DCPP and whether, during performance of the procedure which resulted in a flashover event and
transformer fire, DCPP Fire Department personnel were on the scene at that time.

Ms. Elizabeth Brousse, of Mothers for Peace, was recognized following the presentation on the Fire
Protection Program. Ms. Brousse stated that the current drought in California may continue in the
coming years and she wondered whether given the drought conditions, CalFire and the DCPP Fire
Department offered sufficient protection against fire. She also inquired about the need to call in the
federal government in the event of a fire at DCPP and whether the federal government could
provide an adequate response.

Ms. Rochelle Becker was recognized following the discussion of DCISC attendance at recent
meeting of the State Water Resources Control Board’s Review Committee for Nuclear-Fueled
Power Plants concerning alternatives on once through cooling at DCPP. Ms. Becker suggested the
DCISC reconsider its decision to hold a meeting outside of the San Luis Obispo area as the issue was
of great importance to the community. She acknowledged that the DCISC has worked for years
under California’s Bagley-Keene Open Meeting Act to be as open as possible and she suggested the
DCISC was being rushed by Bechtel to complete its review and she observed that Bechtel’s reports
to the RCNFPP, on which Ms. Becker sits as a member, have been delayed on several occasions in
the past. She suggested the Committee contact and write to the RCNFPP or the SWRCB and
request additional time to complete its review. Ms. Becker remarked that it is the public that is
getting shortcut in this process and it is the ratepayers who are going to be asked to pay for this.
Ms. Becker stated she would support a request on behalf of the Committee for additional time and
she stated that the Committee in making its request for additional time would be doing something
important for the community. She further stated the RCNFPP is looking for the DCISC’s concerns
more than Bechtel is seeking the DCISC’s technical expertise and she stated she is not expecting
that Bechtel will change the Addendum based on the DCISC’s evaluation.

Ms. Jane Swanson of Mothers for Peace was recognized following the discussion of DCISC



attendance at recent meeting of the State Water Resources Control Board’s Review Committee for
Nuclear-Fueled Power Plants concerning alternatives on once through cooling at DCPP. Ms.
Swanson thanked the Committee for agreeing to request additional time to provide its evaluation
of the Addendum to the RCNFPP. She stated, however, that she did not believe Bechtel was
independent in its assessments because of its long history with PG&E and DCPP. She asked that the
Committee also review the cost estimate by Powers & Associates which she stated is extremely
different from that offered by Bechtel, employs different techniques and is much more modest in
cost.

Evening Session, June 11, 2014:

Dr. Gene Nelson, a resident of San Luis Obispo, was recognized during public comments and
communications to the Committee. Dr. Nelson stated he observed what he termed a lack of
common sense in the discussion about the loss of some sea life when compared to the safety of the
public and he stated the sea life lost through the use of one through cooling was dwarfed by that
lost due to natural wave action. He stated he knew of a news article on the air curtain used by DCPP
to prevent intrusion of salp, a jellyfish-like sea creature, on the input screens. He reviewed the
alternatives and stated California electric consumers would have to supply 400,000 5-kilowatt
generators to make up for the power lost if DCPP were to be shut down and lack of power imperils
public safety as demonstrated in 2001 when the state experienced rolling blackouts due to the
actions of the Enron corporation with the resultant problems for hospitals, traffic signals, public
safety infrastructure, etc. He remarked solar and wind power also have issues in comparison with
safe nuclear power. Natural gas and coal power plants also create problems. He closed his remarks
by stating the DCISC should be advocating for continued use of once through cooling and not the
nonsense plan of putting in giant cooling towers.

Mr. John Geesman, on behalf of the Alliance for Nuclear responsibility was recognized during public
comments and communications to the Committee. Mr. Geesman observed the topic of the former
NRC Senior Resident Inspector for DCPP, Dr. Michael Peck, differing professional opinion was not
included on the DCISC agenda for this public meeting. Mr. Geesman stated Dr. Peck’s disagreement
related to whether the Shoreline, San Luis Bay and Los Osos Faults could produce a ground motion
at DCPP greater than the safe shutdown earthquake and Dr. Peck was overruled by his supervisors
and other NRC management in his assessment of this issue. He stated Dr. Peck has since been
transferred to Chattanooga, Tennessee, but has filed a differing professional opinion inquiry which
Mr. Geesman described as the second step in the NRC protest process. Mr. Geesman stated 330
days have now passed since Dr. Peck filed his differing professional opinion and the NRC has yet to
take any action on the matter although NRC rules state the most complex differing professional
opinions should be resolved within 120 days. Mr. Geesman stated that this suggests the issues
raised by Dr. Peck are substantially more complex than perhaps the DCISC was previously aware.

Ms. Sherry Lewis, of Mothers for peace, was recognized during public comments and
communications to the Committee. Ms. Lewis stated that in her review of the Minutes of the
February DCISC public meeting she found the reference to “Green” status in reference to program
health and “Green” status with reference to NRC violations to be confusing. Ms. Lewis then



provided a copy of a book entitled Fukushima, the Story of a Nuclear Disaster to each member of
the DCISC.

Mr. William Gloege of Orcutt, California, was recognized during public comments and
communications to the Committee. Mr. Gloege stated that shutting down a nuclear plant results in
vastly more carbon dioxide, ozone and smoke in the environment and he stated this was true when
SONGS was recently closed and that fact is now measurable. Closing a nuclear plant produces more
health hazards and this starts from the first day of closure of the nuclear plant because energy
needs to be produced in some other way. He called the DCISC’s attention to a 2012 article in Forbes
magazine which compared the methods used to generate energy and contrasted the hazards, in
terms of deaths produced, and the result of each of the generation methods discussed in that
article. He stated that the bottom line claimed by antinuclear groups of their concern for human
health was not borne out by the data and he suspected their motives may include creating fear to
generate income.

Mr. Robert Walthin was recognized during public comments and communications to the
Committee. Mr. Walthin stated he retired from PG&E after working 30 years at DCPP as a reactor
operator and prior to that as a nuclear power trained machinist on submarines. He remarked it was
his opinion nuclear power was a good thing but there are actions which could be taken to improve
the way it is produced. He stated he understood the DCISC was not created to participate in the
political discourse over the use of nuclear power but rather to assess and report on the safety of
DCPP’s operation and he stated persons in the community might lose sight of the fact that the
DCISC job is to simply look at the facts and reach a conclusion and document and publicize the
conclusions reached. Mr. Walthin observed that on his license from the NRC there were no
references to PG&E but rather the responsibilities of a licensed operator are to protect the health
and safety of the general public.

Mr. Stanley Yucikas, a resident of San Luis Obispo, California, was recognized during public
comments and communications to the Committee. Mr. Yucikas remarked it was his belief nuclear
power was probably the cleanest, safety and most efficient method currently being used to
produce electricity. However, he stated the waste byproduct of the production of that electricity is
presently being stored in cooling tanks and in dry casks and that there is a huge cost to be
addressed when nuclear power production ceases which will be borne with the citizens and that at
least 32 acres of coastline in proximity to DCPP has been lost to public access due to the waste and
safety concerns over its storage. He stated the DCISC should do what it can as a safety committee
to move the process along to the best solution for handling and disposal of nuclear waste as this is
a day-to-day safety concern at DCPP and should be addressed as such. He stated the DCISC has a
responsibility to convey the concerns of many persons about waste storage to the persons
responsible.

Mr. David Weisman, representing the Alliance for Nuclear Responsibility, was recognized during
public comments and communications to the Committee. Mr. Weisman remarked, with the
reference to remarks made earlier in this public meeting to the SSHAC ground motion and seismic
source characterization workshops those meetings are now available to be viewed on the internet
by typing in “PG&E” “SSHAC” and “Workshops” into a web browser and the power point slides



which were used at the workshops are also available and may be downloaded.

Mr. John Geesman, representing the Alliance for Nuclear Responsibility, was recognized following
the presentation on the State of the Plant. Mr. Geesman stated he did not believe the indicators
discussed by Mr. Welsch were indicative of a strong safety culture. He observed that a level capital
budget and maintenance restrictions across the industry for aging plants were indications of
concern and PG&E in its latest General Rate Case indicated it will level out its expenditures to
$200,000,000 per year. He stated the proposal to address the Shoreline Fault by a license
amendment was another troubling indication and stated that DCPP’s action was analogous to what
happened in the gas pipeline situation. Mr. Geesman stated the Independent Peer Review Panel
established by the CPUC found insufficient data to support the ground motion assumptions at the
site and that PG&E had determined to attempt to model itself out of the problem instead. Mr.
Geesman stated these were the types of cultural indicators that parallel the set of circumstances
the U.S. Attorney has brought in her indictment of the PG&E related to the gas system. Mr.
Geesman stated that the down rating by INPO, although not discussed by the DCISC or PG&E, was
“an elephant in the room.” Mr. Geesman stated the DCISC should ask PG&E to set a date by which it
expects to regain its prior rating by INPO and evaluate progress against that objective. He stated
that to do otherwise is to go down the same path the regulator did in the gas transmission matter
and therein lies a cultural problem.

Mr. William Gloege of Orcutt, California, was recognized following the presentation on the State of
the Plant. Mr. Gloege stated he had an answer concerning what should be done with nuclear waste
which he stated should be placed in canisters and stored in the ground until there is a new
generation of reactors capable of burning the current waste products and leaving a very small by
product.

Ms. Sherry Lewis of Mothers for Peace was recognized following the presentation on the State of
the Plant. Mr. Lewis stated she did not understand the data on cumulative worker exposure to
radiation discussed by Mr. Welsch. Mr. Harbor replied the numbers track radiation exposure in
terms of person-rem. She subsequently stated that she now understands that 30 person-rem is the
number for the entire outage, while some persons received more and some less, the cumulative
dose was 30 person-rem.

Dr. Gene Nelson of San Luis Obispo was recognized following the presentation on the State of the
Plant. Dr. Nelson remarked that he has a Ph.D. in radiation biophysics and stated that the
cumulative dose for the numerous work activities was very small and close to the natural
background levels. Dr. Budnitz replied that the data for cumulative radiation dose is in addition to
background radiation.

Mr. Stanley Yucikas of San Luis Obispo, California, was recognized following the presentation on the
State of the Plant. Mr. Yucikas stated that if the data is compiled across the entire DCPP workforce
there is a likelihood some personnel are receiving more than 30 person-rem. Dr. Budnitz replied that
the number is cumulative and while some individuals get more exposure than others during an
outage, the cumulative radiation dose data is a sum of individual activity measurements across the
entire workforce.



Ms. Rochelle Becker was recognized following the presentation on NRC Performance Indicators,
Licensee Event Reports and Notices of Violation. Ms. Becker stated while she was in San Diego
recently she became aware of an event, termed a “firenado,” and inquired whether DCPP was
prepared for such an event.

Dr. Gene Nelson was recognized following the presentation on NRC Performance Indicators,
Licensee Event Reports and Notices of Violation. Dr. Nelson commented the issue with the exhaust
structures or plenums might be addressed through the use of thicker metal and stronger welds. Dr.
Budnitz stated the issue was one of what criterion is required to be met and what level of
engineering margin is required and the engineering questions are different in California as opposed
to areas which experience frequent and powerful tornados.

Morning Session, June 12, 2014:

Ms. Sherry Lewis of the group San Luis Obispo Mothers for Peace was recognized during public
comments and communications to the Committee. Ms. Lewis stated Mr. Linnen’s report on the
January 2014 fact-finding visit showed commendable attention to detail. She stated that the
technology of producing nuclear power is a very young and complex technology and rife with
issues which constantly must be addressed and the nature of nuclear radiation is so unforgiving,
always damaging living cells, and represents the worst type of man-made pollution which can last
for thousands of years. Ms. Lewis stated her opinion that future accidents related to nuclear power
are guaranteed and she observed that there is a choice available to use some of the cost and
intelligence devoted to nuclear power to develop more efficient and less dangerous renewable
energy.

Ms. Rochelle Becker of the Alliance for Nuclear responsibility was recognized following the
presentation on NRC Generic Safety Issue 191 concerning debris accumulation on containment sump
performance and she requested a copy of the power point presentations for this public meeting.

Mr. John Geesman, on behalf of the Alliance for Nuclear Responsibility, was recognized following
discussion of Minutes of the February 2014, public meeting. Mr. Geesman stated the Minutes of the
February 2014 public meeting accurately reflected his comments concerning a request that the
DCISC ask PG&E for a briefing on PG&E’s response to the CPUC Independent Peer Review Panel
Report concerning certain seismic proceedings. Mr. Geesman stated that as PG&E has stated it will
respond to the Independent Peer Review Panel in a report expected to be issued later in the month
that he decided to defer a written request to the DCISC until after PG&E has issued its report.

Dr. Henriette Groote of Mothers for Peace was recognized following discussion of Minutes of the
February 2014, public meeting. Dr. Groote inquired whether the Minutes were to be approved
subject to the inclusion of substantive changes without public comment.

Dr. Gene Nelson was recognized following the presentation on the status of the post Fukushima
safety initiatives including FLEX. Dr. Nelson stated he sent an email to the DCISC with a news article
from the Arizona Republican regarding the opening of the Regional Response Center in Phoenix.
He remarked the article addressed the cost of the facility and the ongoing plans for FLEX. Dr. Nelson



stated he was pleased to learn that DCPP is communicating with its peers concerning best practices
in the area of FLEX. Dr. Nelson stated he was reminded of the role of the Institute of Electrical and
Electronic Engineers in the area of complex systems and human interaction and called the DCISC’s
attention to the journals published by that organization. Dr. Nelson stated it was important to note
that the DCISC is the only truly independent safety committee in the U.S. Dr. Nelson stated it was
his opinion the DCISC is responsive to the outside community. He remarked that the Focused
Learning Corporation is located in San Luis Obispo, California, and provides training and audited
learning experiences to high consequence industries such as nuclear power and the aviation
industry. Dr. Nelson observed the accidents at the Watts Bar or Browns Ferry nuclear plant two
years ago due to a tornado also involved loss of AC power and no radiological release occurred and
the plant’s safety systems responded as designed. Dr. Nelson stated that a problem with the
nuclear industry is that the industry does not celebrate its successes.

Dr. Henriette Groote was recognized following the presentation on the status of the post
Fukushima safety initiatives including FLEX. Dr. Groote mentioned that there had been no mention
of ocean transport in Mr. Nelson’s presentation. She inquired as who developed the assumptions
discussed by Mr. Nugent. She also inquired about the establishment of the DCISC and remarked
that as safety is in its name the Committee should consider any possible safety issue. Dr. Groote
stated she objected to the NEI video presented during Mr. Nugent’s presentation as it was a
“kindergarten type show” which used the term “safety” over and over. Dr. Groote stated she
hoped that the present FLEX procedures discussed by Mr. Nugent were not set in stone as she
heard that FLEX was a process. She requested the DCISC to keep an open mind for other
possibilities and to look at the analysis that would be required for those possibilities and not to stop
that effort.

Mr. Sherry Lewis of Mothers for Peace was recognized following the presentation on the status of
the post Fukushima safety initiatives including FLEX. Ms. Lewis stated she hated the entire
presentation and found the design requirements and assumptions used by NEI 12-06 to be
unrealistic. She remarked that if those factors are being reviewed then they are not really beyond
the design basis, She stated that the FLEX concept is good but it does not deal with beyond design
basis problems that go bad at the same time and the DCISC appears to believe that FLEX covers all
eventualities and she does not believe that to be the case. Ms. Lewis stated she was suspicious as
FLEX was developed by the industry and endorsed by the NRC. She stated her preference would
have been for its development by an independent agent as she does not trust the industry. Ms.
Lewis stated she could not understand how all AC power could be lost and yet a radiological release
would not occur and she stated that she was not in agreement with the regulatory requirements
for the FLEX strategy discussed by Mr. Nugent in his presentation. Ms. Lewis stated she found the
analysis of that situation to be unsatisfactory as a release of radioactivity results in many more
problems.

Ms. Rochelle Becker was recognized following the presentation on the status of the post
Fukushima safety initiatives including FLEX. Ms. Becker requested a copy of the power points used
by Mr. Nugent during his presentation.

Mr. David Weisman of the Alliance for Nuclear Responsibility was recognized following the



presentation on the status of the post Fukushima safety initiatives including FLEX. Mr. Weisman
stated he was intrigued by Dr. Lam’s comments and by Dr. Budnitz’ remarks about the chances of
failure. Mr. Weisman stated he would like to know whether PG&E, ASME, and the nuclear industry,
while focused on lessons from Fukushima, have done research outside the nuclear industry. He
stated he recently reviewed a report by the Chemical Safety Board on the failure of the British
Petroleum blowout preventer on its Horizon well in the Gulf of Mexico which had been inspected,
built, designed, and tested according to regulations yet failed as did the cap designed to stop the oil
leak which also failed to function properly. He stated this represented a multiple cascading series of
failures of equipment designed and planned to function and which was flown in to rescue an
emergency situation.

Afternoon Session, June 12, 2014:

Mr. John Geesman was recognized during consideration of the matters on the Open Items List. It
was Mr. Geesman who suggested item 2/14PM-17 to the DCISC at its meeting in February 2014,
stated he disagreed with the closure of 2/14PM-17 and observed Southern California Edison has not
yet made public its Irradiated Fuel Management Plan and he continues to believe there may be a
comparative value in review of the plan. He remarked it is his understanding PG&E and the Holtec
firm have an amendment pending with the NRC which would adjust the cask loading requirements
for DCPP and therefore the situation is in flux.

Ms. Rochelle Becker was recognized following consideration of the items on the Open Items List.
Ms. Becker stated she recently viewed a video about the nuclear plant at Indian Point, New York,
where signs were posted in the area of that plant to indicate collection points for evacuation zone
pickup and she observed no such signs exist in the San Luis Obispo area. She suggested such signs
would make it unnecessary for people to consult their phonebooks or brochures concerning the
locations given for DCPP emergency planning purposes. Ms. Becker confirmed she has raised this
concern with the County Office of Emergency Services. Ms. Becker also strongly suggested that the
DCISC not refer to the plant as “DCPP” but rather as “Diablo Canyon Nuclear Power Plant” or
“DCNPP.” Ms. Becker commented that at times it has been difficult to hear Dr. Peterson’s remarks
over the telephone and this was a reason teleconferencing of public meetings of the DCISC was not
a good idea. Ms. Becker stated the cost element of spent fuel storage was a matter within the
DCISC’s purview and spent fuel storage involves a cost decision.

Mr. Pete Kelley was recognized following consideration of the items on the Open Items List. Mr.
Kelley stated he is President of the Avila Beach Community Services District and inquired about the
testing and capacity of the emergency temporary saltwater pump pipelines which were run from
the ocean to the plant. Mr. Kelley inquired how long spent fuel might remain in dry cask storage. Mr.
Kelley commented that humans have been on the site of the plant for 10,000 to 15,000 years and
some native villages are now located in marine terraces and he wondered if that would happen to
the casks. He remarked that he believes it likely that a large earthquake will occur on the tectonic
plate on the California/Oregon border and wondered about the potential of a tsunami produced by
such an earthquake on DCPP.

Mr. David Weisman was recognized following consideration of the items on the Open Items List.



Mr. Weisman stated that a tsunami study for DCPP was produced a decade ago by Dr. Rob Sewell
under the auspices of the Southwest Research Institute and the NRC. Mr. Weisman reported after
the events in March 2011 at Fukushima Dr. Sewell resubmitted his study to the NRC with the
explanation that Dr. Sewell believed a tsunami to be possibly even more of a threat to DCPP than he
stated in his study and Dr. Sewell implored and stressed to the NRC that it should again consider his
original recommendations and his newly elevated concerns. Mr. Weisman reported that the entire
report by Dr. Sewell has been redacted by the NRC’s Fukushima Task Force which made a
determination that the report was exempt from a Freedom of Information Act request based upon
its status as a draft. Mr. Weisman read a letter from NRC Chairperson Macfarlane’s office which he
stated he would provide to the DCISC for its review. In the letter the NRC explained the NRC has
worked to ensure the safe operation of nuclear facilities from hazards such as tsunamis and DCPP
has been determined to be safe to operate based upon the NRC’s current understanding of hazards
at the site. The NRC stated this determination included input from a large collection of sources in
addition to the Sewell Report. The NRC stated until DCPP completes its flooding hazard reanalysis,
due on March 12, 2015, the plant would continue to fall under the general determination that it is
safe to continue operation. Mr. Weisman closed his comments by remarking that the Sewell Report
was not appropriately considered during the NRC’s licensing review for DCPP.

Mr. Otto Schmidt was recognized following consideration of the items on the Open Items List. Mr.
Schmidt stated there is nothing more to be said but that there has been another bribe bought and
paid for by PG&E, DCPP and the Bechtel Corporation and this represents a suicidal committed
puppet show. He stated the DCISC must immediately shutdown what he termed “the devil’s bank
account. Mr. Schmidt stated he testified before the AEC in 1967 about a 6 point earthquake he
experienced in Avila Beach in 1966 and he has been superficially ignored for 45 years. He stated
ignoring the AEC and NRC’s own regulations on seismic issues without shutting down “the devil’s
unit” until seismic studies were completed and analyzed further demonstrates the Committee’s
collusion and corruption and he stated this would be its legacy and a matter of pride to “your
grandchildren’s grandchildren.

Ms. Elizabeth Brousse of Mothers for Peace was recognized following consideration of the items
on the Open Items List. Ms. Brousse stated an article in the local Sierra Club newspaper of March
2014 provided information from the NRC which indicates even a small fire in a nuclear reactor’s
spent fuel pool could make 9,400 square miles uninhabitable and displace four million persons. She
stated this was a reason 34 environmental groups filed a petition with the NRC on February 18 to
suspend the licensing.

Mr. John Geesman on behalf of the Alliance for Nuclear Responsibility was again recognized
following consideration of the items on the Open Items List. Mr. Geesman remarked that the
Committee has discussed its intent to approve an abridged version of the December 10–11, 2013
Fact Finding Report which was not in the binder provided to the public at the meeting. Mr.
Geesman stated the public has a right to the document before action is taken at a public meeting.
He observed he also has a pending request under the California Public Records Act for the original
unabridged version of the December 2013 Fact Finding Report on which the DCISC has rightly
deferred its decision until after it has the opportunity to consult with the CPUC. He questioned the
ability of the DCISC to adopt the abridged report at this meeting. Mr. Geesman remarked at the



February 2014 public meeting there was a reference to the need to allow PG&E to review the
December 2013 Fact Finding Report based upon PG&E’s assertion that it contained confidential
information. Mr. Geesman stated he wanted to raise his concern that this action created a problem
under California’s Bagley Keene Open Meeting Act.

Dr. Gene Nelson was recognized following consideration of the items on the Open Items List. Mr.
Nelson stated his remarks concerned the effects of a coronal mass ejection and that it was his
understanding that such an event would affect power transmission lines located in high latitudes,
mostly in the eastern portion of the U.S. and that the western portion would not be significantly
vulnerable to such an event. Dr. Nelson offered to provide information to the DCISC from the firm
of Lloyds of London who are involved in the reinsurance business.
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